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Preface

Current advances in the field of cloud and fog computing approaches for geospatial
database mapping and geospatial web services are increasing the demand for better
and quick integrated geospatial information and knowledge to support variety of
users and their applications. Geospatial web services are the different varieties of
web services for extraction of information from images with a simple hyperlinked
image like Google Map, open street maps, etc. The main challenges are to visualize,
integrate, discover, and manipulate geospatial data at the appropriate level to users
in an environment that comprises of thick, thin, and mobile environments.

Big data analytics with the help of cloud computing is one of the emerging areas
for processing, analysis, and transmission of any data particularly geospatial big
data. The cloud computing is also one of the paradigm where cloud infrastructures
help to increase the throughput and reduce latency for assisting at the edge of the
client. As cloud computing based geospatial information and geospatial web ser-
vices become easier to retrieve or access by the global community of users. It
increases the challenges to focus the provision of geospatial information towards
the context of applications and users. The plan is to provide the correct and right
information at right time to the right people for the right decision-making to the
variety of people across the globe. This book discusses the emergence of cloud
computing for analytics in big data from various geospatial applications. With the
integration of different location-based sensors and mobile devices, it gives the new
paradigm of Internet of Things (IoT). Recently, the propagation of various low-cost
sensors reduced costs of cloud computing infrastructure resources and increasing
accessibility of machine learning and deep learning platforms have pooled to boost
the applications and advancements in the area of geospatial computing and IoT.

The main objective of this edited book is to cover the state-of-the-art reference,
advancement made, as well as prompting future directions on both the theories and
applications in cloud computing and its applications in several diversified fields. It
aims to provide an intellectual forum for researchers in Academia, Scientists, and
Engineers from a wide range of application areas to present their latest research
findings in cloud computing, geospatial data, and big data analytics and related
areas and to identify future challenges in this novel combination of research areas.

v



vi Preface

The interpretation of geospatial big data is used for highly automated approaches 
relying on new machine learning and deep learning approaches in cloud environ-
ments. Extraction of useful information at large scale from heterogeneous, 
geo-referenced data is the major research topic in geospatial research area. This 
means it requires building on cloud computing based architectures, geospatial web 
services, geospatial web semantics and ontology, geospatial data visualization, and 
geospatial data analytics for geospatial big data. This book will focus on the recent 
trends and challenges for employing cloud computing for geospatial big data 
analytics in Intelligent Edge, Fog, and Mist Computing.

To achieve the objectives, this book includes 13 chapters contributed by 
promising authors.

In Chapter “Big Data Scientific Workflows in the Cloud: Challenges and Future 
Prospects”, Khan et al. highlighted open research problems and give insights into 
the specific issues like workflow scheduling, execution, and deployment of big data 
scientific workflows in a multisite cloud environment. In Chapter “Trust Model 
Based Scheduling of Stochastic Workflows in Cloud and Fog Computing”, authors 
focus on assuring trusted environment in the cloud and how this model ensures the 
user’s requests is serviced with enough security.

In Chapter “Trust-Based Access Control in Cloud Computing Using Machine 
Learning”, Khilar et al. illustrate the trust-based approach based on machine 
learning approach that predicts the trust values of the user and resources in the 
cloud environment. Chapter “Cloud Security Ontology (CSO)” addresses cloud 
security ontology and its strength and totality compared to prior ontologies. In 
Chapter “Cloud Based Supply Chain Networks—Principles and Practices”, author 
describes the parameters of the characteristics of cloud computing in supply chain 
network for the purpose of modeling and analyzing the information flow. It will 
enable the decision maker to derive the necessary results by suitably incorporating 
the factors in the analysis of cloud supply chain network. Chapter “Parallel 
Computation of a MMDBM Algorithm on GPU Mining with Big Data” presents 
the performance of fast classifier method and radix algorithm to relate the pro-
cessing time of Mixed Mode data Based Miner (MMDBM), SLIQ CPU with GPU 
computing, and computed acceleration ratio (Speed-up) time. In Chapter “Data 
Analytics of IoT Enabled Smart Energy Meter in Smart Cities”, smart energy 
meters’ data analytics framework is addressed by employing latest data processing 
techniques or tools along with gamification approach for enhancing consumers’ 
engagement. Benefits of smart energy meter’s analytics are also discussed for 
motivating consumers, utilities, and stakeholders. In Chapter “A New and Secure 
Intrusion Detecting System for Detection of Anomalies Within the Big Data”, 
Gupta et al. present the intrusion detection system for detection of anomalies for 
large-scale environments.

In Chapter “Geospatial Big Data, Analytics and IoT: Challenges, Applications 
and Potential”, Kashyap et al. describe the challenges of geospatial big data and its 
applications in different diversified fields. Chapter “Geocloud4GI: Cloud SDI 
Model for Geographical Indications Information Infrastructure Network” discussed 
Cloud SDI representation named as Geocloud4GI for giving out investigation and



dispensation of geospatial facts particularly for registered Geographical Indications
(GIs) in India. The primary purpose of Geocloud4GI framework is to assimilate the
entire registered GIs’ information and related locations such as statewise and
yearwise registered in India. Chapter “The Role of Geospatial Technology with IoT
for Precision Agriculture” combines the geospatial technology with IoT for preci-
sion to monitor and predict the critical parameters such as water quality, soil
condition, ambient temperature and moisture, irrigation, and fertilizer for improving
the crop production. It also describes geospatial and IoT in smart farming, and the
prediction of the amount of fertilizer, weeds, and irrigation will be accurate and it
helps the farmers in making decisions related to all the requirements in terms of
control and supply.

In Chapter “Design Thinking on Geo Spatial Climate for Thermal Conditioning:
Application of Big Data Through Intelligent Technology”, Das et al. explored the
design aspect of thermal insulation capacity of rooftops through application of big
data and intelligent technologies. It investigates the testing of construction of
materials through different kinds of material mix. Chapter “Hyperspectral Remote
Sensing Images and Supervised Feature Extraction” describes the few supervised
feature extraction techniques for hyperspectral images, i.e., prototype space feature
extraction (PSFE), modified Fisher’s linear discriminant analysis (MFLDA),
maximum margin criteria (MMC) based, and partitioned MMC based methods are
explained.

Topics presented in each chapter of this book are unique to this book and are
based on unpublished work of contributed authors. In editing this book, we
attempted to bring into the discussion all the new trends and experiments that have
made cloud computing for geospatial big data analytics. We believe the book is
ready to serve as a reference for larger audience such as system architects, prac-
titioners, developers, and researchers.

Bhubaneswar, India Himansu Das
Bhubaneswar, India Rabindra K. Barik
Richardson, USA Harishchandra Dubey
Shillong, India Diptendu Sinha Roy
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Big Data Scientific Workflows
in the Cloud: Challenges and Future
Prospects

Samiya Khan, Syed Arshad Ali, Nabeela Hasan, Kashish Ara Shakil
and Mansaf Alam

Abstract The concept of workflows was implemented to mitigate the complexities
involved in tasks related to scientific computing and business analytics. With time,
they have found applications in many diverse fields and domains. Handling big data
has given rise to many other issues like growing computing complexity, increasing
data size, provisioning of resources and the need for such systems to enable working
together of heterogeneous systems. As a result, traditional systems are deemed obso-
lete for this purpose. To meet the variable resource requirements, cloud has emerged
as an ostensible solution. Execution and deployment of big data scientific workflows
in the cloud is an area that requires research attention before a synergistic model
for the same can be presented. This paper identifies open research problems asso-
ciated with this domain, giving insights on specific issues like workflow scheduling
and execution and deployment of big data scientific workflows in a multi-site cloud
environment.

Keywords Scientific workflows · SWfMS · Big data · Cloud computing
Workflow scheduling ·Multisite cloud
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1 Introduction

Scientific and business analytics entails several applications that require the use 
of scientific workflows to mitigate the complexities involved. In fact, in fields like 
astronomy, social science, bioinformatics and neurosciences, in addition to several 
others, scientific workflow management systems are found to be effective, so much 
so that they are irreplaceable in their realm of usage [1–3].

Similar to the traditional data management systems and computing infrastructures 
that have been proven insufficient for the challenges posed by big data analytics; 
similarly, traditional scientific workflows are also unable to mitigate the big data 
challenges posed by the growing scale and computational complexity of analytics 
tasks.

Data is being generated in this world at an alarming rate in view of the ever-
increasing popularity of social networks like Facebook, eBay and Google+, amongst 
many others. Most of the data being generated is already on the cloud. The big data 
available in the world today is expected to rise to 44 ZB by the year 2020, recording 
a 10 times rise from 2012 [4]. The fundamental challenge in the management of 
this data is its storage and processing, as the present-day systems cannot support the 
same.

In addition to the above-mentioned, processing of data makes use of complex, 
computing intensive algorithms. This requires systems that can handle the processing 
requirement of data mining algorithms [5, 6], making high performance computing 
the second requirement of big data analytics that any system claiming to be an 
effective solution needs to fulfill.

Cloud computing has also found applications in many fields including optimiza-
tion and inter-disciplinary purposes [7, 8]. As a result, it is an apparent solution to 
the big data problem [9]. Firstly, the cloud provides an operative storage solution 
for the huge data storage problem. The cloud adopts pay-as-you-go model, which 
is primarily why it is able to offer a cost-effective solution to the problem. Besides 
this, cloud computing allows user to get the hardware required without the need to 
buy it, giving a scalable solution to the computing hardware requirement.

These are the reasons why most enterprises and the scientific community have 
chosen to adopt the cloud for big data management and analysis. The advent of con-
cepts like cyber-foraging systems [10], fog computing [11], edge computing and mist 
computing [12], apart from many others, has facilitated the process. Moreover, the 
availability of effective, efficient and open-source ecosystems like Hadoop [13] has 
facilitated the adoption process immensely. The complexity of the problem further 
intensifies when cloud-based big data analytics requires the execution of scientific 
workflows, which are data intensive in nature.

There are three main facets of this increasing complexity. Firstly, the types and 
sources of data are diverse. Secondly, the whole concept of using distributed com-
puting for data processing is based on moving code to the data, which is not always 
possible because of compatibility issues and proprietorship of the code. Lastly, it 
is not possible to keep all the data throughout the lifecycle of the execution of a



Big Data Scientific Workflows in the Cloud … 3

workflow. Therefore, redundant data needs to be removed. Several workflows have 
been proposed for running data intensive workflows, which shall be discussed in the 
following sections.

Evidently, executing data intensive workflows shall require handling of large 
datasets. Therefore, the most obvious solution to ease the execution process is 
to use parallelization. Cloud is a great solution to solve the need for unlimited 
resources in data intensive workflow execution [14]. However, this is faced with 
several challenges. Performance and cost optimization efforts in this direction are 
focused towards improving the scheduling algorithm [15], which still remains an 
area of research interest. Parallelization may be implemented at the single site cloud-
level or a multi-site cloud-level. Lately, multi-site cloud parallelization has gained 
immense research attention. Moreover, the use of workflow partitioning techniques 
for efficient multi-site cloud parallelization is also being explored.

Existing literature in this area is premature and leaves a lot of scope for future 
research. The motivation behind this research work is to examine existing approaches 
and the systems that have been employed to implement and execute big data scientific 
workflows in the cloud to identify open research problems in this field. In addition 
to several others, workflow scheduling and execution and deployment of Scientific 
Workflow Management Systems (SWfMS) in multisite cloud are identified as two 
key areas where future research in this field can be centered. Further investigation 
has been performed to identify specific research efforts in these areas. Besides this, 
the challenges and opportunities with respect to scientific workflows, evolution of 
SWfMS in the edge computing respect and their deployment have also been dis-
cussed.

The organization of the rest of this chapter has been described below. The first 
section introduces scientific workflows, giving insights into fundamental definitions 
and concepts related to the topic. As part of this section, a brief comparison of the 
different scientific management systems and frameworks that support cloud-based 
execution has also been presented. The next section throws light on how and where 
the cloud paradigm fit into the scientific workflow concept for big data analytics. 
The section that follows elaborates on the challenges and issues that arise in bringing 
together this synergistic approach.

The next section of the paper explains existing systems and research gaps that exist 
and can be worked upon. This paper identifies Workflow Scheduling algorithms and 
scientific workflows in the multisite cloud as two key areas of potential future work 
in this field, which have been discussed in detail. Besides this, it also discusses 
the challenges and opportunities related to scientific workflows in the era of edge 
computing. The paper concludes with a remark on existing challenges and future 
research direction.
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2 Background

At the basic level, a workflow can be explained as a logical sequence of activities
or data processing tasks, which works on the basis of predefined rules. The fun-
damental usage of a workflow is to automate any process. Typically, there are two
types of workflows—(1) scientific workflows and (2) business workflows. Scientific
workflows find applications in the field of scientific computing for automating scien-
tific experiments and processes [16] while the latter is used for automating business
processes.

There are several ways in which scientific workflows are represented. The
most commonly used representations are Directed Acrylic Graphs (DAG) [17] and
Directed Cyclic Graphs (DCG) [14]. The two fundamental entities that need to be
described with respect to a scientific workflow are activities and tasks. An activity
is a logical step that needs to be performed as part of a scientific workflow [18]. On
the other hand, a task is an instance of an activity [19]. Therefore, a task represents
the execution of an activity.

The transition of a workflow from its initiation to its completion is termed as the
scientific workflow lifecycle. Moreover, the Scientific Workflow Management Sys-
tem (SWfMS) performs initiation and management of workflow execution. Görlach
et al. [20] proposed that a scientific workflow is divided into four phases namely
deployment phase, modeling phase, execution phase and monitoring phase. There
are several scientific workflows that are used as solutions to field-specific and generic
problems. Liu et al. [14] compared Swift [21], Pegasus [22], Taverna [23], Kepler
[24], Galaxy [25], Chiron [26], Askalon [27], Triana [28] and WS-PGRADE/gUSE
[29], of which the first eight are typical Scientific Workflow Management Systems
and WS-PGRADE/gUSE is a gateway framework. These systems are briefly dis-
cussed and compared in this section.

2.1 Pegasus

This SWfMS is being used bymultiple disciplines,which include earthquake science,
climate modeling, bioinformatics, astronomy and genome analysis, to name a few.
Some of the key features of Pegasus [30] include—

• Portability across infrastructures like grid and cloud
• Scalability
• Optimized scheduling algorithms
• Provenance data support
• Support for data transfer
• Fault tolerance

It is important to mention that the support for data transfer makes Pegasus [30]
a good choice for data-intensive applications. Moreover, provenance data support
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makes the process of debugging much simpler. Finally, the availability of a package
for Pegasus in Debian repository and a detailed user guide are also some crucial
features of this SWfMS.

Pegasus [22] consists of five main components, which include monitoring com-
ponent, remote execution engine, job scheduler, local execution engine and mapper.
The user provides an abstract workflow, which is converted into an executable work-
flow by the mapper. It is the responsibility of the local execution engine to analyze
the workflow, along with the sub-workflows, for dependencies. On the basis of this
analysis, the fragments of the workflow are submitted to the execution engines.

The execution of the workflow fragments on the remote execution engines need
to be scheduled, which is done by the job scheduler. On the other hand, the remote
execution engine independently manages the execution of workflow fragments and
the monitoring component monitors the whole process of execution. The breakdown
of the different layers of the workflow execution process is as follows:

• Presentation Layer
The user is allowed to provide an abstract workflow in the form of DAX or DAG
in a XML file, which can be generated using the APIs provided by Pegasus [31].
Besides this, it also provides a lightweight web dashboard for monitoring the
execution of the workflow.

• User Services Layer
In this layer, workflow monitoring and provenance management are supported.
Pegasusmakes use of Pegasus/Wings framework [32] for provenancemanagement
and Stampede infrastructure [33, 34] for monitoring. In order to perform these
functions, the data is collected from the logs.

• WEP Generation Layer
As part of this layer, reduction of abstract workflow is performed on the basis of
the intermediate data from previous executions. It is the task of the job scheduler
to perform site execution and it uses standard algorithms like round robin, random
and min-min for this purpose. Besides this, the job scheduler may also take into
account factors like data and computation significance or location of data.

• Infrastructure Layer
The scientific workflows are executed using clouds and grids.

2.2 Swift

Swift [21], like Pegasus, has multi-disciplinary applications. Some of these appli-
cations include economics, astronomy and neuroscience. This SWfMS is based on 
GriPhyN Virtual Data System (VDS), which was created for expression, execution 
and tracking of workflow results. Moreover, the salient tasks of this system are data 
management, task management and program optimization and scheduling.

The execution of data intensive workflows in Swift [21] entails five functional 
phases namely provisioning, provenance management, scheduling, and execution
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and program specification. The breakdown of the different layers of the workflow
execution process is as follows:

• Presentation Layer
This SWfMS allows the user to specify workflows using SwiftScript and XDTM.
While the former allows definition of sequential and parallel procedures, the latter
performs mapping of data to physical resources.

• User Services Layer
As part of this layer, users can access provenance data.

• WEP Generation Layer
In the WEP generation layer, abstract WEPs for each site are generated.

• WEP Execution Layer
In order to schedule abstract WEPs, the Karajan workflow execution engine is
utilized. Some of the main functions performed by this workflow execution engine
include task initiation, grid services access, task submission, data transfer and task
scheduling [35].

• Infrastructure Layer
Each of the execution sites possesses a dynamic resource provisioner, which pro-
vides access to computing resources like cloud, grid and cluster. In order tomanage
data staging, task allocation and facilitate communication for execution, Coasters
[36] are used.

2.3 Kepler

This SWfMS is a part of theKepler [24] project and is specifically built upon Ptolemy
II system. The most important feature of Kepler [37] is its ability to allow workflows
to make use of different execution models. Moreover, the integration of a graphical
workbench adds to the power of the system by leaps and bounds. Some of the popular
applications of this SWfMS include data management, oceanography and biological
process simulation. The breakdown of the different layers of the workflow execution
process is as follows:

• Presentation Layer
In Kepler, each of the workflow activities like statistical operations and signal
processing is associated with different actors to define the complete workflow.

• User Services Layer
Actors like provenance recorder [16] are used for provenance data management.

• WEP Generation Layer
A component named director is used for handling theworkflow in this layer. Kepler
supports different directors for different execution models.

• WEP Execution Layer
Depending upon the director chosen in theWEPgeneration layer, static or dynamic
schedulingmay be used [27, 38]. The fault tolerance feature is provided using three
mechanisms namely forward recovery, check pointing and watchdog process.
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• Infrastructure Layer
In order to provide data access, OpenDB connection actor is provided. Moreover,
for biological and ecological datasets, EML Data Source actor may be used. The
compatibility of Kepler with Cloud is established through Kepler EC2 actors [39].

2.4 Taverna

This SWfMS is open source and a component of the myGrid project [23]. It was
originally created to work on biological experiments. Some of its application areas
include chemistry, bioinformatics and astronomy. The breakdown of the different
layers of the workflow execution process is as follows:

• Presentation Layer
Taverna provides a GUI to allow the user to provide a DAG representation of the
workflow [37].

• User Services Layer
In order to monitor the workflow, Taverna makes use of a state machine [40]. The
provenance data is collected from the remotely invoked web services and local
execution information [41].

• WEP Generation Layer
Complex parts of the workflow are identified and simplified for parallelization and
design simplification [42]. In this manner, optimization of workflow structure is
done. The generation of WEP is performed after checking for availability of the
required services.

• WEP Execution Layer
Task execution is left to the grid and web services.

• Infrastructure Layer
Computing resources are provided by the cloud or grid.

2.5 Chiron

This SWfMSuses the database approach to execute the scientificworkflow, in parallel
[26]. The breakdown of the different layers of the workflow execution process is as
follows:

• Presentation Layer
The data and workflow activities need to be expressed in the form of algebraic
expressions.

• User Services Layer
The provenance data is collected with the help of the algebraic approach. Besides
this, features like workflow steering and monitoring are also supported.
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• WEP Generation Layer
In this layer, the workflow is represented as a conceptual model in a XML file.
Workflow schedules are optimized by differentiation between blocking activi-
ties. Besides this, this SWfMS supports parallelism of different types including
pipeline, data, independent and hybrid parallelism.

• WEP Execution Layer
The input data, database information and scheduling method is specified in the
execution module file. Dynamic scheduling is used for executing tasks. PROV-Wf
[43] provenance model is used for collection of provenance data, execution data
and light domain data. MPJ [27], which is similar toMPI message passing system,
is used for executing tasks.

• Infrastructure Layer
Data storage is done using database and shared-disk file system. Moreover, com-
patibility with the cloud is established via the extension, Scicumulus [44, 45].

2.6 Galaxy

This SWfMS is web-based and was specifically developed to support genomics
research [25]. The breakdown of the different layers of the workflow execution
process is as follows:

• Presentation Layer
The workflow can be expressed using a web-based GUI, which can be installed
on private or public server.

• User Services Layer
Data can be uploaded from user’s personal computer. In addition to this, workflow
information, including provenance data, can be shared on a public website.

• WEP Generation Layer
In order to implement workflow parallelization, dependencies between different
activities are managed by Galaxy.

• WEP Execution Layer
Dynamic scheduling is used for dispatching executable tasks. On the other hand,
in order to execute tasks, Gridway is used.

• Infrastructure Layer
For achieving storage provisioning and dynamic computing, Globus [46] and
CloudMan [47] are used. CloudMan middleware is incorporated for adapting
Galaxy for the cloud.
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2.7 Triana

The GEO 600 project10 developed Triana as a tool for data analysis [28, 48]. The
breakdown of the different layers of the workflow execution process is as follows:

• Presentation Layer
As part of the presentation layer, Triana provides a GUI.

• User Services Layer
Stampede monitoring infrastructure [48] is implemented as part of this layer for
monitoring of workflows.

• WEP Generation Layer
The different data processing systems are realized using different components.
The concept of components is similar to that of actors used in Kepler.

• WEP Execution Layer
GAT (Grid Application Toolkit) is used for development of grid-oriented compo-
nents while GAP (Grid Application Prototype) is used as an interface for interac-
tion between service-oriented networks.

• Infrastructure Layer
Computing resources can be used from the cloud. In order to run scientific work-
flows on the cloud, communication between virtual machines needs to be estab-
lished. For this purpose, RabbitMQ12 11, a message broker platform, is used.

2.8 Askalon

Askalon [27, 49] is a scientific workflow management system that was originally
developed for the grid environment. The breakdown of the different layers of the
workflow execution process is as follows:

• Presentation Layer
A GUI is provided, which uses UML (unified modeling language) for expressing
workflows.

• User Services Layer
Users can monitor the workflows online. Moreover, Askalon also offers dynamic
workflow steering to handle unforeseen execution environments and dynamically
occurring exceptions [50].

• WEP Generation Layer
Optimization of workflow representations is done in Askalon with the help of
loops.

• WEP Execution Layer
Askalon makes use of static as well as hybrid scheduling. In addition, fault toler-
ance is provided by the system using an execution engine.
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• Infrastructure Layer
Availability of resources and deployment of executable tasks on the same are
managed by a resource manager. Dynamic creation of virtual machines can be
done for execution of scientific workflows in the cloud [51]. Cost estimation [51]
and cost-effective dynamic task and resource scheduling are also offered in the
cloud. Moreover, execution on the federated multi-site cloud is also known [52].

2.9 WS-PGRADE/gUSE

WS-PGRADE/gUSE [29, 53] is a gateway framework that has found widespread
applications in fields like seismology, biology, neuroscience and astronomy. In addi-
tion, it is also used in teaching, research and commercial applications. Users are
allowed to design scientific workflows using a web portal. The user services are
provided using Grid and Cloud User Support Environment (gUSE). Lastly, access
to the grid and cloud are provided using a web-based application called DCI Bridge
[54]. The breakdown of the different layers of the workflow execution process is as
follows:

• Presentation Layer
A web-based interface can be used for defining workflows. This gateway frame-
work can also be used to define parameter sweep workflows and meta-workflows.

• User Services Layer
There is an inbuilt repository that allows sharing of information between users of
the SWfMS. A workflow template is provided that can be modified to adjust the
parameters for other workflows. The gUSE services allow the users to monitor
these workflows. It is important to mention that this SWfMS does not support
provenance data management.

• WEP Generation Layer
In this layer, a workflow is represented in XML. On the basis of the workflow
structure, data and independent parallelism are supported [19]. Scheduling of tasks
is performed by DCI Bridge in a dynamic manner. On the other hand, tasks are
executed by web services, which are in turn enabled using web containers.

2.10 Comparison of Different Scientific Workflows

All the systems and frameworks discussed in this paper support dynamic scheduling,
independent parallelism and cloud-based scientific workflow execution. A summary
of the feature-based comparison of these systems and frameworks is given in Table 1.
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3 Scientific Workflows in the Cloud

Workflows are described as complex graphs, unfolding the concurrent tasks that any 
concerned application may include. Evidently, any data analytics task will require 
data access, processing and visualization. Therefore, workflow tasks must address 
these components of the system effectively and efficiently.

An obvious approach for using workflows in the cloud environment is to refactor 
the existing scientific workflows according to the Cloud Computing paradigm. One 
of the first works that proved the viability and effectiveness of the cloud for running 
scientific workflows was Keahey and Freeman [55]. As part of this research, a Nimbus 
Cloudkit was developed, which was made available to the scientific community for 
satisfying their infrastructure and resource needs.

Vöckler et al. [56] implemented a cloud-based scientific workflow application for 
processing astronomical data. As part of this project, Pegasus workflow management 
system was deployed on multiple and different clouds to test the viability of the sys-
tem for the application stated. The findings of this experiment included a conclusion 
that user experience was not affected by the underlying differences in the different 
clouds used and users were able to accomplish basic tasks with ease, indicating that 
the management overheads of the system were ignorable.

Although, this seems like an obvious option, it is challenging in consideration of 
the high complexity of scientific workflows. Developers will have to invest a huge 
amount of effort and time to implement the application logic and mitigate the issues 
involved in the integration of cloud with workflow logic.

A more feasible approach is the integration of SWfMS into the cloud environment. 
In this way, traditional workflows will not have to be refactored, addressing the 
challenges associated with the same, and they can still be used to process cloud data. 
This concept has given rise to Cloud Workflow platform, which is provisioned to the 
users as a service.

There are several advantages of using this approach. Some of the fundamental 
benefits include scalability, flexible resource allocation, easier deployment of appli-
cations and a better return on investment from the organization’s point of view. 
However, what this approach also adds to this list is an increased overhead, but this 
facet can be ignored keeping in mind the multi-fold benefits of scientific workflow 
management systems that this approach allows researchers to leverage.

Typically, workflow-based data mining on the cloud makes use of the service-
oriented approach. According to Talia [57], there are three advantages of using this 
approach namely, execution scalability, distributed task interoperability and a flexible 
programming model. The scalable model of execution provided by this approach 
helps in considerably reducing the completion time of the task. There are many 
frameworks and architectures that have been proposed in this regard. They have 
been discussed below.

Lin et al. [58] proposed one of the first architectures given for Scientific Work-
flow Management Systems. It introduced a four-layer architecture with workflow 
management layer, presentation layer, operational layer and task management layer,
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Fig. 1 Reference architecture by Lin et al. [58]

being the four layers, considering visualization, analytical engine and data acquisi-
tion. However, this architecture was a base architecture that had no provisions for 
management of security issues. Figure 1 illustrates the architecture and the compo-
nents that it includes.

Zhao et al. [59] proposed a service framework for integration of Eucalyptus and 
OpenNebula with Swift Workflow Management System that addresses these chal-
lenges. Figure 2 illustrates the basic layout of this framework. They have also pre-
sented an implementation based on this service framework and makes use of the 
Montage Image Mosaic Workflow.

However, porting of other traditional workflows like VIEW and Taverna is yet to 
be explored in addition to investigating the possibility of automatic deployment of 
workflow applications in the virtual cluster. This framework provides the background 
for designing efficient SWfMSs. The functional architecture given by Liu et al. [14] 
is shown in Fig. 3. The user services layer caters for user functionality while the 
presentation layer is the GUI that shall be presented to the user for giving instructions 
to the system.

The WEP generation layer generates the workflow execution plan (WEP). This 
layer is used by the system to interpret the user instructions and determine the flow 
of execution of the workflow. The generated WEP is given to the WEP execution 
layer for execution. The last layer is the infrastructure layer. It delivers the required 
computing and storage resources.
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Fig. 2 The service framework by Zhao et al. [59]

Li et al. [15] proposed scientific workflow management system architecture for 
manufacturing big data analytics. The architecture is based on the three architectures 
previously mentioned and divides the system into four layers namely, infrastruc-
ture, management, service and application layers. This system is implemented as a 
secondary system over Kepler, an existing system.

4 Challenges and Opportunities

Traditionally, scientific workflows are implemented on grids [37] or clusters, work-
stations and supercomputers. This implementation faces several limitations and 
obstacles, the most profound of which are scalability and computing complexity. 
Apart from these, several other issues like resource provisioning have also been 
known [60]. This section discusses some of the most prominent challenges facing 
the development and use of scientific workflows for big data analytics in the cloud 
environment.

The input that goes into scientific workflows and the output that comes out of the 
same are data objects that are distributed in nature. The type, size and complexity 
of these data objects shall vary. There is a rapid increase in the data coming from
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Fig. 3 SWfMS architecture by Liu et al. [14]

the different sources of scientific computing like sensors, experiments and networks, 
giving rise to ‘data deluge’ [61].

According to this concept, the whole theory of scientific research is changing. 
While, earlier, a question was asked and data was collected that can answer the 
question, today, we have heaps of data and retrospectively, what we are looking for 
is the question that this data heap can answer. Evidently, the scale and size of data 
are huge. In order to handle the growing complexity of data storage and processing, 
several thousands of computation nodes may be used. This will not only make the 
operation feasible, but it shall also make it efficient.

Research has always been a collaborative work and as the world is converging 
after the advent of Internet, geographical boundaries and distances are no longer a 
limitation. However, scientific projects running at varied geographical locations add 
to the complexity of using workflow management systems in view of the fact that 
the execution environments used by different organizations may be different.

Therefore, the interactions between the execution environment on the host system 
and the workflow management system need to be smoothened for resource manage-
ment, security and load balance, besides others [59]. When it comes to heterogeneous
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execution of scientific workflows, the varied computational ability and performance 
of systems may also impact the traditional scientific workflow execution. In addition 
to the above-mentioned, there are two main areas of possible future research namely, 
workflow scheduling and execution and deployment of scientific workflows on the 
cloud. Besides this, the growing popularity of edge computing has given rise to many 
integration challenges. These challenges and opportunities for future research have 
been discussed in this section.

4.1 Workflow Scheduling

The process of allocating resources to a scientific workflow for operation in terms of 
storage and computing resources is termed as resource provisioning. Resource allo-
cation in cooperative cloud environments is a hot topic of research [62]. Typically, a 
scientific workflow is allocated resources as and when it is deployed. Moreover, these 
resources are fixed prior execution. Evidently, the scale of the scientific workflow is 
limited by resource allocation. At another level, the scale of scientific workflow is 
also limited by the total resource pool size. In order to allow smooth and scalable 
execution of scientific workflows, efficient dynamic resource provisioning [63, 64] 
shall be required.

There are several other challenges in this category of research. One of the funda-
mental challenges that need to be clearly addressed in this context is how a resource 
can be best represented for scientific workflows [14]. Every workflow has a set of 
supported tools and resource types. Identifying whether a resource type or tool is 
compatible with a workflow is also a daunting research task. Recent work in this 
field has been focused towards automated provisioning and developing algorithms 
for effective resource provisioning. One such system designed for the cloud to man-
age provisioning of resources for the workflow is the wrangler system [65].

Another critical issue in management systems is to devise an efficient scheduling 
algorithm. The objective of a scheduling algorithm is mapping of tasks and resources. 
In the present context, this should be distributed and heterogeneous in nature. There-
fore, there is a need for deterministic workflows that require task parameters and 
resource configuration or availability. However, the workflow must not need an input 
on where these resources are located [66]. In view of this, workflows that require 
an abstract mathematical model as input are chosen. The workflow is represented 
in the form of a DAG. Here, nodes represent tasks and edges are indicative of the 
relationships between tasks [64]. Several heuristic and meta-heuristic algorithms are 
present to solve this NP Complete problem keeping in mind the resource QoS and 
execution cost [9, 63, 67, 68].

Execution of scientific workflows can be performed on Hadoop YARN. Hi-WAY 
[69] gives an engine for scientific workflow execution. In other words, it provides 
an application master that can control scientific workflow task execution on top of 
YARN. However, some fundamental shortcomings exist in this engine. One such 
shortcoming comes from the fact that the containers allocated for task execution are
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uniform for all applications and tasks, which leaves room for optimization. Therefore, 
customized container allocation can considerably improve the performance of the 
engine.

Several challenges are involved in adopting the cloud environment for scheduling 
workflow applications due to resource heterogeneity and on-demand services offered 
by cloud service providers using pay-per-use model. It is the main challenging issue 
in IaaS (Infrastructure-as-a-Service) clouds. In recent years, various scalable and 
dynamic algorithms were proposed. In order to facilitate adaptation to changes in 
workload and environment, enhancements were made to existing algorithms.

Mapping of the distributed resources while satisfying user’s quality of service 
(QoS) parameters become a tedious job. Many heuristic and meta-heuristic tech-
niques are applied by the researchers for scheduling workflow applications to gen-
erate near-optimal solution for such problems, but as workflow scheduling is an 
NP-complete problem, meta-heuristic approaches are more preferred options. Most 
researchers focused on developing nature inspired meta-heuristic algorithms [70] 
like ACO (Ant Colony Optimization) [71], GA (Genetic Algorithm) [72], PSO (Par-
ticle Swarm Optimization) [73, 74], and SA (Simulated Annealing) [75], for solving 
multi-objective workflow scheduling problem.

Filgueira et al. [76] presented a Workflows-as-a-Service (WaaS) model for data 
intensive applications. As part of this model, containers are used to deploy stream-
based workflow applications in the cloud, which makes the approach particularly 
easy. On similar lines, Esteves and Veiga [77] middleware, models like Skyport 
[78] and architecture presented by Wang et al. [79] allow management of multiple 
workflows’ execution in the cloud. In order to develop a well-defined VM shar-
ing model, algorithms must be tailor-made for WaaS platform. In other words, they 
must be scalable, efficient in auto-scaling and capable of making decisions quickly, 
which potentially lead to lower costs and higher profit. Elastic Resource Provision-
ing and Scheduling (EPSM) [80] was proposed in response to these requirements, 
which includes containers for addressing issues like resource utilization inefficien-
cies, minimization of the overall costing involved in resources’ rental, addressing 
and adhering to the deadline constraints of workflows and producing higher quality 
schedules.

Enhancements to a meta-heuristic solution like Shuffled Frog Leaping Algorithm 
(SFLA) were proposed. An Augmented Shuffled Frog Leaping Algorithm (ASFLA)
[81] is an enhancement to an SFLA algorithm, which aims at reducing the total 
execution time, in addition to a considerable decrease in specified deadlines for the 
workflow execution. It has proven to outperform PSO and SFLA. Another algorithm 
proposed to optimize workflow schedule length, also known as make span, is Discrete 
Binary Cat Swarm Optimization (DBCSO) [82]. It is an enhanced version of Cat 
Swarm Optimization (CSO), which simulates and uses cat behavior [82, 83] to solve  
an optimization problem. The discrete version of CSO, which is also called DBCSO, 
is adopted for obtaining solutions for binary knapsack problem [84] and travelling 
salesperson problem [85] by giving lesser make span as compared to standard PSO 
and binary PSO because of its seeking mode.
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Hybridization of various popular meta-heuristic algorithms has also proven to be 
good in terms of performance. For example, Hybrid Particle Swarm Optimization 
(HPSO) [86], which is a hybrid of Budget and Deadline-constrained heterogeneous 
Earliest Finish Time (BDHEFT) algorithm and multi-objective PSO, tries to opti-
mize the makespan and cost under the deadline and budget constraints. Another 
algorithm, which is a hybridization of Heterogeneous Earliest Finish Time (HEFT) 
and Gravitational Search Algorithm (GSA) that schedule length ratio (SLR), con-
siders monetary cost ratio (MCR) as the metrics for comparison of performance of 
the proposed with the existing algorithms. Algorithms that are hybridized versions 
of meta-heuristic approaches are known to perform better than the base algorithms 
[87–91]. It is because of these reasons that this research problem has gained immense 
attention, particularly in the area in cloud computing. Many other options for resource 
selection can be explored that can affect the performance of the algorithm.

Verma and Kaushal [92] proposed an MP (Max Percentages) algorithm, which 
resembles Min-Min, Sufferage and Max-Min algorithms and was tested to outper-
form classic algorithms both in terms of load balancing and time of completion. 
The limitation of Min-Min algorithm is that it does not guarantee load balancing, 
particularly in a situation where the use of some resources for computing is more 
advantageous than others [93, 94]. However, it does have a good impact on the work-
flow’s total completion time. On the other hand, Max-Min algorithm [95] overcomes 
this limitation of Min-Min algorithm providing a good total completion time and 
load balance, but it is not the preferred algorithm in cases where number of tasks 
taking a longer time outnumber the number of tasks that are comparatively shorter.

The Sufferage [96] algorithm is a heuristic algorithm that is known to be better 
than Max-Min and Min-Min when it comes to handling resource variations. How-
ever, it is not deemed appropriate for data intensive applications in which reuse of 
files is common [97]. A hybrid algorithm, called MP algorithm [97], uses Min-Min 
and Sufferage algorithms for minimization of total completion time and considers 
heterogeneous resources and all the information about the workflow to balance load. 
Therefore, this algorithm combines the advantages of the three base algorithms to 
provide the best optimized solution to the problem. Moreover, in order to optimize 
performance, this algorithm makes use of the intrinsic correlation between tasks and 
resources.

These algorithms can be extended by inclusion of various parameters such as 
options for advance reservation and pre-emptive jobs. Future work in this field may 
also include addition of more clouds for distribution of workload and improvement in 
performance. Presently, email alerts are provided as a service. This functionality can 
be extended to support storage of online data and provide a synchronization mech-
anism. Many other options for resource selection can be explored that can further 
improve the performance of the algorithm. Table 2 makes an elaborate comparison 
of these workflow scheduling algorithms.
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4.2 Execution and Deployment of Scientific Workflows
in Cloud

Most of the research work being performed in this field is related to scientific work-
flow management systems’ deployment in the cloud environment and their execution 
in the multisite cloud. A relevant work in this area provides architecture for efficient 
execution of scientific workflow management systems using the distributed approach 
[102]. The described architecture has shown significant cost reduction and can be 
treated as a good base architecture, which can be improved using dynamic scheduling, 
distributed provenance management, use of multisite spark and better data transfer 
techniques.

The master-slave architecture can be changed to peer-to-peer architecture for 
improving the system. A significant attempt in this direction has incorporated multi-
objective scheduling [67] in the architecture. It has been proposed that location 
awareness can bring about a noteworthy improvement in data transfer issues and 
performance [103].

Existing literature indicates research work on provenance management, metadata 
management [104] and big data management [105] in the multisite environment. 
In order to effortlessly amalgamate the SWfMSs in the cloud environment, it is 
important to include cloud configuration parameters and resource descriptions to 
provenance data. Ahmad [106] describes how execution reproducibility is affected 
in the light of cloud-aware provenance.

Effective management of metadata and big data generated in the SWfMS can bring 
considerable improvements in the performance of the system. It is shown that the use 
of distributed approach for metadata management betters the system performance by 
as much as 50% [103]. This approach can be extended for heterogeneous multisite 
environment.

Evidently, the data distributed across geographical locations suffers from manage-
ment issues like cost-related trade-offs, low latency and high throughput. Challenges 
are all the more magnified considering the volume of big data. An implementation 
on Azure cloud presents a uniform data management system. This system allows 
spreading of data amongst geographically separated locations. However, the exist-
ing system uses per-site registration of metadata. It is proposed that a hierarchical 
system of global nature must replace the existing metadata registration system.

While working in the multisite cloud environment, it is important to mention 
that the included clouds may be heterogeneous in nature and the individual cloud 
providers are yet to provide interoperability. To explore the management and deploy-
ment of workflows over heterogeneous clouds, a broker-based framework was pro-
posed by Jrad et al. [107], which allows automatic selection of target clouds. 
Kozlowsky et al. [108] provided an internal architecture to enable compatibility for 
workflow management systems by resolving the DCI interoperability issues preva-
lent at the middleware level.

Some other research in the area has been targeted towards creating specific appli-
cations for domains like astronomy [2], geo-data analysis [1] and bioinformatics [3],
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in addition to several others. Talia [57] demonstrated the use of Data Mining Cloud 
framework and established the effectiveness and linear scalability of this framework 
in bioinformatics, network intrusion and genomics. However, this framework was 
not tested for big data and complex data mining.

4.3 The Edge Computing Perspective

With the increasing use of devices like sensor-based wearable systems, tablets and 
smart-phones, more applications are drifting towards an architecture that places one 
server at the center and process the data generated by all these devices using the same. 
However, there is an inevitably increasing demand for computational infrastructure 
and communication, which puts quality of service into questionable domain.

The concept of edge computing [109] has been developed to push a section of the 
computational ability to the edge of the network. In this manner, the computational 
power tapped in the edge nodes like switches, routers and stations can be effectively 
brought to use. It will be most appropriate to state that edge computing is a method 
that is used for optimization of cloud computing systems or applications by taking 
the services or data of the system away from the core or center to the edges or logical 
extremes of the Internet.

Theoretically, it is possible to facilitate edge computing on the many nodes that 
exist between the edge device and cloud. These nodes include switches, gateways, 
routers and base stations. However, base stations may not be an appropriate choice 
for this purpose, as they possess digital signal processors or DSPs, which are not 
designed for general purpose computing. Moreover, they are designed for customized 
workloads and whether or not it is possible to run additional workloads on them is 
not known. It is possible to upgrade the edge nodes’ resources in order to enable 
them for general purpose computing [109]. Besides this, it is also possible to replace 
DSPs with general-purpose processors to enable computing, but this is expected to 
call for a huge investment.

Recently, there have been some efforts by many commercial vendors towards 
using software solutions for realization of the Edge Computing concept. An example 
of such efforts include Cisco’s IOx16, which provides an execution environment that 
can be run on service routers that are integrated in its system [110]. Evidently, any 
software solution created in this regard is specific to the hardware and cannot be 
expected to work well in heterogeneous environments. This brings us to one of the 
most crucial challenges in this domain. There is a need to develop software solutions 
that are portable and can be used across different environments.

Many techniques have been developed for facilitation of task partitioning at var-
ied geographic locations [111, 112] in view of the changing requirements of dis-
tributed computing settings [113, 114]. Usually, task partitioning needs to be explic-
itly expressed. However, when the computational tasks are offloaded to edge nodes, 
the biggest challenge posed is to allow the system to partition tasks automatically 
without the need to define the location or capabilities of the edge nodes. Moreover,
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there is an inherent requirement from the system to offer flexibility in defining a 
computational pipeline, which also requires the need for development of schedulers 
that shall allow deployment of partitioned tasks onto the edge nodes.

Workflows are typically employed in scenarios where the resources from outside 
the cloud need to be used. For instance, if the input data needs to be taken from a 
private database and processed on a public cloud, then a workflow is the most appro-
priate option available. As previously mentioned, toolkits and software frameworks 
for data-intensive workflows have gathered enormous research attention. The addi-
tion of edge nodes in the scenario poses a challenge and can be seen as an opportunity 
for research in the development of toolkits and software frameworks that can allow 
effective inclusion of edge nodes, configured for general-purpose computing, in the 
distributed computing scenario.

It is also important to note that scientific workflows are majorly focused towards 
fields like astronomy and bioinformatics. On the other hand, the use cases for edge 
analytics are different and dedicated towards user-driven applications. Therefore, 
traditional workflows may not be appropriate for expressing applications associated 
with edge analytics. The fundamental requirements of the programming model con-
figured for exploiting the competences of edge computing include support for data 
and task-level parallelism, in addition to execution of workloads on several hierar-
chical stages of hardware.

In order to implement such a programming model, the concerned programming 
language must consider the resource capacity of the workflow and heterogeneous 
elements in the hardware. The system may be faced with instances where the edge 
nodes may be vendor-specific and any framework attempting to support such a work-
flow must be able to account for the same. This requirement increases the complexity 
of the model, manifold.

5 Conclusion

Scientific Workflow Management Systems use a viable approach for integrating sci-
entific workflows with cloud-based big data analytics. Some of the main advantages 
of using this approach are better scalability, higher flexibility and easier deploy-
ment. In view of these benefits, several frameworks, architectures and scheduling 
algorithms have been proposed.

However, research on scientific workflow management systems is still in its 
infancy. This chapter compares the different frameworks and architectures proposed 
and in use for exploiting the power of scientific workflows in the cloud environment. 
It explores the possibility of using these systems for big data analytics. While many 
systems have been designed and implemented, security issues remain unaddressed 
in all these solutions.

In addition, there are many open research areas like possibility of automatic 
deployment of workflow applications in the virtual cluster and the ever-growing 
need to improve the performance of workflow scheduling algorithms. Moreover,
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optimization of scheduling algorithms, multi-site cloud execution of workflows and
tailoring the existing systems to help them unlock the power and capacity of edge
computing need attention in future research related to this field.
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Trust Model Based Scheduling
of Stochastic Workflows in Cloud
and Fog Computing

J. Angela Jennifa Sujana, M. Geethanjali, R. Venitta Raj and T. Revathi

Abstract The Cloud computing is a lucrative, challenging and beneficial technol-
ogy in the IT world. The emergence of Internet of Things (IoT) has made cloud
computing to be combined with fog computing, in order to avoid latency. These
technologies have daring challenges. This chapter focuses on two major challenges,
namely security and scheduling of user requests. The security is met by our proposed
trust model which includes both direct trust and reputation relationship. This chapter
initially, focuses on assuring trusted environment in the cloud. Then a trust model
for cloud cum fog environment is proposed. The new trust model would ensure that
the user’s requests are serviced with enough security guaranteed level based on the
Service Level Agreement (SLA) negotiated with the cloud provider. Based on the
trust value computed, the user’s requests are scheduled to the appropriate resource
by applying the Trust based Stochastic Scheduling (TSS) algorithm. The trust based
stochastic scheduling minimizes makespan of the schedule is achieved for a secured
cloud environment

Keywords Trust model · Stochastic scheduling · Service level agreement
Cloud computing

1 Introduction

Now-a-days, information technology based industries have started using cloud com-
puting and it has a great impact in the way we use software and other computing
resources. Cloud computing can be used to host any services, which the user wants
to access through the internet. The cloud gives many benefits like pay as we use,
anywhere access and rapid elasticity. Hence using cloud for executing any scientific
workflows will be beneficial. Focusing on this we visualize two main challenges in
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hosting workflows in cloud. They are scheduling the tasks in a workflow to suitable 
VMs in cloud and security ensured.

Many scientific and real time applications have evolved with the invent of IoT. 
These scientific workflows have now extended its usage to fog computing also 
[1, 2]. To host these applications in Cloud or Cloud cum Fog environment, then 
the security provided by the cloud provider or the trust on fog nodes is a major con-
cern to the users [3, 4]. This issue arises due to the multitenancy i.e., a variety of 
users who are availing the cloud services will be provided with the resources from 
the same datacenter at the cloud provider side. The fog nodes also have wide access 
to all the edge devices, such as sensors, smart phones, vehicles etc., Hence, there 
is a possibility of security breach or any type of vulnerability may happen in the 
cloud and fog environment. In this context, security plays a vital role. Examples of 
security sensitive applications are storing and processing sensitive data, electronic 
transaction etc.

Thus in this chapter we focus on the problem of effectively hosting workflows in 
cloud with a good schedule and in a good secured environment. We also present a 
trust model for fog computing. Specifically, this work focuses on Infrastructure as 
a Service (IaaS) type of service. In IaaS the user will be allocated Virtual Machines 
(VM), which is created on top of the physical host servers running in the datacenter 
of the cloud provider.

The scheduling policy adapted by a cloud provider plays a vital role, since cloud 
computing is based on pay as you go and on demand provisioning. Owing to its 
significance many research works were carried out on scheduling. Scheduling is the 
method by which any workflow can be mapped with the appropriate resource. The 
best schedule has to provide an optimized resource allocation, such that the makespan 
of the workflow execution is minimized [5–7]. For the benefit of both cloud provider 
and cloud user, it becomes necessary to give due consideration to resource allocation 
in the cloud environment. To provide a break through, one has to adapt any heuristic 
method that satisfies the need of both the user and the provider. Here our objective 
is to maximize the trust and minimize the makespan of the schedule.

To impart security to the cloud users we focus on implementing a trust model. 
Normally, research works concerning security have concentrated on authentication, 
integrity, confidentiality [8–10] and access control mechanism [11, 12]. Neverthe-
less, the cloud provider must ensure the cloud user that their infrastructure (in case of 
IaaS) is safe and secure. Hence we focus on designing a trust model which will assure 
that the allocated resource (i.e., the virtual machine) is a trusted one. In other words, 
the trust model will ensure that the resources allocated to the user are maintained 
in trusted zones, which will cater to distinct security guaranteed levels. The Secu-
rity Guaranteed Level (SGL) is the level which specifies the percentage of security 
assured for the VM. This is described in Sect. 3.2. In general, the cloud user will sign 
a Service Level Agreement (SLA) with the cloud provider regarding the quality of 
service expected by the user. Based on the differentiated SLA the service will be pro-
vided and the users will be charged accordingly. The quality of service requirements 
will differ from customer to customer depending upon their applications. Depending 
upon the SLA, the cost of the cloud service would vary. The security requirement
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(i.e., security demand) is also specified as part of the SLA. The proposed trust model 
makes use of this security demand and ensure that the user is given the best secured 
resources.

This chapter aims at the integration of security and scheduling which is much 
demanding and more challenging. Few researchers have done considerable work in 
this aspect [4, 8–10, 13–15]. But considering a workflow with stochastic behaviour 
and dynamic environment is lacking. Thus this chapter proposes a stochastic schedul-
ing approach, which considers the user demand from the SLA signed between the 
user and the provider. Less works is focused on integrating the trust model with 
workflow scheduling in cloud. In our present work we integrate both security and 
scheduling for every cloud users’ request. Security can be achieved by our trust model 
and our scheduling algorithm aims at reducing the schedule length i.e., makespan. 
We focus on scheduling tasks which has stochastic process time. The novelty is 
the stochastic top levels for schedule planning on the dynamic systems along with 
the trust value. Though the presence of an additional trust model adds additional 
overhead that accounts for additional time complexity, the overall performance is 
optimized even in the presence of trust model.

The present work aims at using random variables with uniform distribution for 
representing the stochastic behaviour of the tasks. The prioritization is done based 
on the stochastic top level. The workflow scheduling is integrated with trust model.

2 Related Work

Workflows are normally modelled as a Directed Acyclic Graph (DAG) to represent 
the various tasks in the workflow and the precedence constraint relation that exists 
between them. Scheduling the tasks in a DAG is a NP—hard problem [16]. Most 
of the research work on scheduling concentrates on two types of system, namely 
homogeneous or heterogeneous. Since cloud computing is of heterogeneous type, 
our scheduling algorithm has to focus on heterogeneous resources. In addition to that 
workflow scheduling algorithms can be classified into two main groups, as heuris-
tic based and metaheuristic based algorithms [17, 18]. The former can be further 
classified into a variety of categories such as list-scheduling algorithms, clustering 
algorithms, duplication-based algorithm [19]. This work focuses on heuristic based 
scheduling and more specifically list scheduling. List scheduling has been consid-
ered in most of the previous works [8, 9, 15, 19–27]. List scheduling, which works 
based on the principle of priority has been applied to both homogeneous and hetero-
geneous systems. The Dynamic Level Scheduling (DLS) developed by Sih and Lee 
[22] computes the availability of each resource and allow a task to be scheduled to a 
currently busy resource, which was not done in the previous work by El-Rewini and 
Lewis [28] i.e., the Mapping Heuristic algorithm. Topcuoglu et al. proposed the Het-
erogeneous Earliest Finish Time (HEFT) algorithm [19] that is highly competitive 
and capable of generating a good schedule compared to other scheduling algorithms 
with a lower time complexity. The HEFT algorithm has two major phases: a task
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prioritizing phase and a resource selection phase. The main impact in the improve-
ment of HEFT algorithm is due to the use of Earliest Finish Time (EFT) rather 
than Earliest Start Time (EST). Ilavarasan et al. developed High-Performance Task 
Scheduling (HPS) [29]. This algorithm uses three phases, namely, level sorting, task 
prioritization and processor selection. Priority is computed and assigned to each task 
using the attributes Down Link Cost (DLC), Up Link Cost (ULC), and Link Cost 
(LC) of the task. The processor that gives the minimum EFT for a task is selected to 
execute that task.

We focus on scheduling with the stochastic tasks. Bertsekas and Castanon [30] pro-
posed heuristics based rollout algorithms which are derived from stochastic dynamic 
programming algorithm. Shmoys and Sozio [31] focused on 2-stage stochastic prob-
lem. Though, the 2-stage approximation method can give solution to single pro-
cessor problem, it cannot give solution when working in multi-processor systems. 
Besides, to calculate the probable makespan, Gourgand et al. [32] developed a recur-
sive method based on a Markov chain. Later on, for stochastic scheduling problem, 
Megow et al. formulated online scheduling algorithms and with guaranteed perfor-
mance measures [33].

Precedence constraints among tasks play an important role in several real-world 
workflow scheduling problems. So, it is essential to consider the precedence con-
straints between tasks in stochastic scheduling. Skutella and Uetz [34] modelled the 
precedence constrained stochastic tasks as a Directed Acyclic Graph (DAG). They 
proposed methods with first constant-factor approximation. To reduce the estimated 
value of the total weighted completion time, these methods are derived by combin-
ing linear programming relaxation and delayed list scheduling algorithm. SHEFT 
(Stochastic HEFT) method [35] is the modified version of HEFT algorithm which 
includes the stochastic behaviour of tasks in all the three stages and the performance 
was found to be superior to the existing scheduling algorithm. The Dynamic Level 
Scheduling (DLS) algorithm [22, 36] utilizes a parameter called dynamic level (DL), 
which is the variance between the stable level of a task and its earliest execution start 
time. The task-processor pair which offers the highest value of DL is chosen for exe-
cution in each step of scheduling process. The Stochastic Dynamic Level Scheduling 
algorithm (SDLS) [23] is based on DLS method which incorporates the response from 
stochastic environment and the task-processor pair is found with respect to the max-
imum value of stochastic dynamic level of the tasks. In all these works, researchers 
have tried up with different factors for prioritization. In the present work we focus 
on using random variables with uniform distribution for representing the stochastic 
behaviour of the tasks. The prioritization is done based on the stochastic top level. 
The workflow scheduling is integrated with trust model.

Tao and Xiao have proposed to combine security model along with scheduling 
for real time applications [8]. They have investigated the problem of scheduling a 
set of independent real-time tasks with various security requirements. A security 
overhead model that can be used to reasonably measure security overheads incurred 
by the security-critical tasks is devised. Next, they propose security-aware real-time 
heuristic strategy for clusters (SAREC), which incorporate the earliest deadline first 
(EDF) scheduling policy. Similarly, Tang et al. [9] have proposed a security-driven
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scheduling architecture that can dynamically measure the trust level of each node
in the system by using differential equations. They introduce task priority rank to
estimate security overhead of such security-critical tasks. In another similar work,
Wei Wang et al. have considered Bayesian Trust model for providing security to
cloud computing along with scheduling [14]. We design a trust model which will
adopt to the cloud environment and measure the honesty of the user and the provider.
In literature many trust models have been proposed, such as Eigen Trust model [37],
BayesianModel [14, 38], Peer Trust [39], Power Trust [40] etc. But these trustmodels
are derived for a specific environment. In the current work, we design a trust model
for cloud environment in particular based on probability distribution function. This
trust model is then merged with scheduling.

The main contributions of this work are

• Trust model for the cloud users to satisfy the security demand of the users.
• Optimized stochastic workflows scheduling which minimizes the makespan with
increased speedup.

• Inclusion of variance with mean in the stochastic top level, which leads to better
results.

• Design of new trust model for cloud cum fog environment.

3 Proposed Trust Model

3.1 System Architecture

The system architecture of the proposed Trust based Stochastic Scheduling is 
depicted in Fig. 1. The cloud provider has a pool of resources which is normally 
provisioned to the users as virtual machines. Generally, the virtual machines are 
maintained in different availability zones, to service the user to accomplish their 
corresponding service quality requirements [41, 42]. Normally, the formation of the 
availability zones is based on different characteristics of the underlying hardware.

In the present work, we consider that the provider maintains the virtual machines 
in different zones based on the hardware grades and security services. When the user 
comes with a request for resources from the provider for executing their workflow, 
they have to negotiate with the provider for the SLA. Based on this SLA, which the 
user selected, the Security demand will be decided. Then the trust model will calculate 
the trust value for the user’s request. Both the trust model and scheduling model will 
get the needed information from the Cloud Information Service as depicted in Fig. 1. 
Then the stochastic model is applied to the workflow, which calculates the stochastic 
top level. Then the trust value and the stochastic bottom level are combined to get 
the trust based stochastic top level. This is further used in the scheduling process for 
the best VM selection for executing the workflow.
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Fig. 1 System architecture

Table 1 List of VM types used in the experiment

Type vCPU Memory (GB) Storage (GB) MIPS Cost

t2.small 1 2 1×160 1000 $0.06

t2.medium 2 4 2×240 2000 $0.12

m3.medium 1 3.75 1×400 2000 $0.10

m3.large 2 7.5 2×320 4000 $0.18

m3.xlarge 4 15 4×320 8000 $0.24

In cloud environment, each cloud provider offers several VM configurations, often 
referred to as instance types. An instance type could be defined in terms of hardware 
metrics such as main memory, CPU (number of cores and clock frequency), available 
storage space, and price per hour. In the present work, we have used VM configuration 
as given in Table 1, which are in par with Amazon EC2 Instances. Cloud providers 
provide virtual machines as instances and these instances are available in varied types 
such as small, medium, large, xlarge and xxlarge. These VM are allocated on demand 
by the user.

We define three types of Service Level Agreements (SLAs). They are Gold, Silver 
and Bronze based on different levels of services and security zones. Gold SLA is 
the highest sophisticated one and Bronze the least sophisticated SLA. Based on the 
category of the SLA selected by the user, the privileges and the services will differ. 
The parameters we have considered in the SLA are security level, performance, 
availability, backup and service initialization time as shown in Fig. 2.
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Fig. 2 Sample service level agreement provided by a cloud provider

Each type has a fixed limit for each parameters and the SLA negotiation will be
done with a flexibility of values within the limits. The security parameter focuses on
the three main attributes namely, authentication, integrity and confidentiality. As part
of the SLA the user has to specify their security demand. Normally this is got from
the user as a percentage value or in a predefined range associated with a category.
Hence, the user is free to select a security zone from Gold, Silver and Bronze. The
user can specify their Security Demand (SD) as percentage value for authentication,
integrity and confidentiality. It is represented as sda, sdc and sdi respectively. If the
user gives only one single value, then the same value is considered for all the three
attributes. Otherwise the user is free to give their preference for security in terms
of authentication, integrity and confidentiality separately. The Security demand is
defined as an array list for each task in the workflow and it is calculated as given in
Eq. (1).

3.2 Service Level Agreement (SLA)

SDui � Avg(sda + sdc + sdi) (1)

The idea is to define a Security Guaranteed Level (SGL) for each virtual machine 
running in the host servers of the datacenter. This SGL is framed from three main 
parameters authentication, integrity and confidentiality. The SGL is thus defined 
in terms of three attributes as sgla, sglc and sgli representing the authentication, 
integrity and confidentiality respectively and it is defined in Eq. (2). The values for 
these three attributes will be in the interval as given in Table 2 based on uniform
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Table 2 Interval limit of
security guaranteed level for
different SLAs

Zone type SGL value

Gold [0.9, 1]

Silver [0.5, 0.89]

Bronze [0.1, 0.49]

Table 3 Hash functions for
integrity [8]

Hash function Security level (SL) Performance
(KB/ms)

MD4 0.18 23.90

MD5 0.26 17.09

RIPEMD 0.36 12.00

RIPEMD-128 0.45 9.73

SHA-1 0.63 6.88

RIPEMD-160 0.77 5.69

Tiger 1.00 4.36

distributions. To achieve confidentiality one has to use cryptographic algorithms and
for integrity good hash functions has to be used. Similarly, for authentication robust
authentication methods are to be used. The required cryptographic algorithms for
confidentiality, hash functions for integrity and authentication methods are adapted
from the work done by Tao and Xiao [8, 15].

The SGL for the three zones are termed as high, medium and low and the values
will be in the fixed interval as given in Table 2 based on uniform distribution. The
security guaranteed levels are assured by implementing the corresponding method
as shown in Table 3. For example, Table 3 shows that the usage of SHA-1 will
assure a security guaranteed level of 0.63 for integrity. In this way we will be able
to find a suitable security mechanism for each SGL value. The security levels for
cryptographic algorithms and authentication methods are also given as tabulated
value in the work done by Tao and Xiao [8, 15]. The security guaranteed level of a
VM is computed by the average of the security guaranteed level for authentication,
confidentiality and integrity

SGLVMj � Avg{sgla, sglc, sgli} (2)

4 Trust Model for Cloud

The trust model consists of two main factors, namely direct trust and reputation trust. 
The Direct trust is used to represent the direct relationship between the cloud provider 
and the cloud consumer i.e. cloud user. Direct trust accounts to the trustworthiness 
of the resource provided by the cloud provider. It mainly ensures that sufficient 
security mechanisms are adopted at the physical host level in the datacenter and also
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identifies any unethical event executed by the user. This is necessary because of the
multi-tenancy property of the cloud environment. Any user using a VM on a physical
host may try to hack or snoop into another user’s VM. Hence, we focus on providing
physical security, which will be accounted in the trust model. To ensure physical
security, security methods as described in the previous section are used. To know
whether the user is a trusted user or not, any malicious event from the VM of the
user and any security concerning events like VM Theft, VM Escape, Hyper Jacking,
Data leakage, Denial of Service (DoS) attack are recorded. Thus the direct trust is
the component which is calculated by the users’ direct experience in the cloud.

The second factor, reputation trust is designed by the recommendations by other
existing users in the cloud. The reputation trust is calculated by the feedback vote
entrusted by the user on using any service. Here, the users can vote the services
provided by the cloud provider. A reputation system is also called as collabora-
tive sanctioning systems. Reputation systems are already being used in successful
commercial online shopping applications. This will be constituted for the reputa-
tion of the cloud user. The reputation is also influenced by the negative factor like
false recommendations. This may be done in order to defame any provider or user.
The sybil attack has been studied and the defense was proposed in the work by
Yu et al. [7].

We represent the direct relationship and the recommendation relationship using
a discrete distribution function. Let U � {u1, u2, . . . , un} represents the set of n
users who consume the cloud service for executing their workflows and VM �{
vm1, vm2, . . . , vmp

}
represents the set of available resources i.e. the stack of VMs

in different physical hosts,with the cloud provider. The resource represents the virtual
machine provided by the cloud provider.When the usermakes a request for executing
the workflow, suitable virtual machines from the pool of resources are to be assigned.
The best virtual machines have to be selected for executing the workflow.

In the present work, we have added the trust model which will evaluate the user’s
trust value by considering the direct trust relationship and the reputation of user,
which was obtained from the existing users. However, we give less weightage to the
reputation of the user, because the existing users may downplay in order to slur the
other one. The individual user behaviour also may vary from time to time. There is
a possibility of deterioration in their truthfulness. To address the above said factors,
we have included the decay factor in the trust relationship.

4.1 Trust Relationship Management for Cloud Environment

The trust relationship management involves the trust value calculation for the direct
interaction between the user and the cloud provider and reputation of the user. The
trust value is represented by TRSLAk

i,j and the computation is given in Eq. (3). It denotes
the trust value for the ith user on jth VM with kth SLA zone. The direct interaction
(i.e. direct relationship) is represented by the function D

(
ui, vmj, SLAk

)
, where ui

represents the ith user, vmj represents the jth VM and SLAk represents the kth SLA
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Table 4 Trust point value for
each zone

SLA zone Gold Silver Bronze

tp value 0.02 0.05 0.08

zone opted by the user from the set of SLAs provided by the cloud provider. The
indirect trust or the reputation trust is represented by the function F(ui, vmj). The
terms wD and wRe p represent the weight factor of direct relationship and reputation.
The weight for direct relationship is given more weightage than reputation in order
to avoid the sybil type of attacks. Normally, having a higher weight factor for wD is
advisable to avoid the reputation due to faulty recommendation.

TRSLAk
i,j � wD · D(ui, vmj, SLAk ) + wRe p · F(ui, vmj)

where wD + wRe p � 1, wD > wRe p (3)

The trust relationship is handled by the event recording mechanism. The event 
recording mechanism traces all the interactions between the user and the provider and 
also all the external events of the VM used by the user. The events and interactions 
are categorized into two. They are trusted events and untrusted events. Events like 
VM Theft, VM Escape, Hyper Jacking, Data leakage, Denial of Service (DoS) attack 
are recorded as untrusted events. Any normal executions are considered as trusted 
events. The event recording mechanism will track the events from the logs and award 
the trust points to the user. The event recorder will count the number of trusted events 
as tc. This  tc represents the truthful and successful interaction between the user ui and 
the provider on using the VM vmj. The number of untrusted event count is termed as 
uc. This  uc represents the untruthful or misbehaved interactions between the user ui 
and the provider on using the VM vmj. The total number of interactions is recorded 
by the count variable count. This count variable must be equal to the sum of tc and 
uc. Thus count � tc + uc.

The trust points for each interactions is termed as tp. The trust points value varies 
for each zone. The trust point tp value for each zone is given in Table 4. We introduce 
the H factor which will represent the untrustworthiness of user. When H � φ, it  
represents that the user is trustworthy and can have a positive credit to his trust 
value in direct relationship. The term tp represents the bonus increment value for the 
trustworthy behaviour of user. The Trust value will be slowly incremented for each 
trustworthy transaction and the tp values will be decided based on the SLA Zone 
values as given in Table 4. Similarly for each untrustworthy transaction the trust value 
will be divided by a factor of 2uc. For example, the penalty for first untrustworthy 
transaction is ½ and for the second is ¼ and so on. This keeps on decrementing the 

trust value. We design the direct relatioship D
(
ui, vmj, SLAk 

) 
as given in Eq. (4).
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D(ui, vmj, SLAk ) � tpcur �

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

tp.eλ(SGLvmj−SDui ), count � 0

(tpcur + tp).eλ(SGLvmj−SDui ), count > 0&H � φ
( tpcur

2uc
)
tp.eλ(SGLvmj−SDui ), count > 0&H �� φ

(4)

The direct relationship between user and provider is also influenced by environ-
mental factors. In a longer run, the impact of environmental factor is not negligible
and it is likely to increase exponentially. Hence we introduce a constant factor λ

which will be fixed by the cloud provider based on the feedback from the event
recording mechanism.

The reputation of the jth VM by ith user is denoted by F
(
ui, vmj

)
as given in

Eq. (5). The users can give a feedback on the VM used by them. This feedback is
represented as the vote for each interaction. So when a user is about to choose a VM,
this reputation factor will mark the trustworthiness of that VM for other users.

F(ui, vmj) �
√√√√ 1

count − 1

count∑

l�1

(vl − v̄l)2 · (1 − e−x) (5)

where vl represents the rating given by the other existing users. The rating i.e. the
vote value for the user is fixed in the 5-level scale. Level-1 vote credits for a low level
and level-5 for the maximum. v̄i denote the mean value of votes. The count value is
used here since the user will vote for the service they got from the VM. We assume
that after each interaction the user will submit his rating as the feedback. If any user
hasn’t submitted their rating, then it will be left as blank and also for new users. To
address the faulty recommendation problem, the decay factor x is included whose
value is set to 0.55 [39]. The decay factor is accounted in the recommendation as the
exponential value 1 − e−x. The Cloud Information Service (CIS) is responsible for
maintaining all the values.

4.2 Trust Relationship Management for Cloud Cum Fog
Environment

The recent scientific and real time applications like smart chips, smart processor,
smart city, smart health monitoring etc., have extended the use of cloud and the new
technology fog computing has evolved. The current trend is hosting these scientific
and real time applications in the cloud cum fog environment. The IoT devices or any
smart devices that are used in these applications are called as the edge devices. Since
the volume of the edge devices is more, the need for fog computing has aroused.
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Also the usage of the cloud resources and services alone for workflow applications
results in latency. This is due to the internet usage for the communication of all
the data from and to the edge devices. The purpose of fog computing is to introduce
processing nodes at the near affinity to the edge devices, so that some local processing,
pre-processing can be done at the fog nodes. These scientific workflows have now
extended its usage to fog computing also. Grouping these fog nodes based on regions
is one approach in implementation. Here we use the region based grouping of fog
nodes.

The Architecture of the trust model for cloud cum fog environment is given in
Fig. 3. The architecture consists of three main layers, namely cloud layer, fog layer
and edge layer. Here we host the Trust Manager (TM) in the cloud, which will be
acting like the master in the trust model. This TM is responsible for computing the
trust values. The trust relationship management architecture for cloud cum fog envi-
ronment makes use of a Trust Manager (TM) in the cloud layer and Trust Supervisor
(TS) in each region of the fog layer. The fog layer is divided into regions and they are
represented as R � {R1,R2, . . . ,Rn}. Each region has many fog nodes and they are
represented as FN � {FN1,FN2, . . . ,FNn}. Each fog node is associated with a zone
tag indicating the security zone it belongs to and the trust value. The trust manager
plays the role of the manager by coordinating all the trust supervisors in each region.
It computes the trust value of all the fog nodes by making use of the details in the
local trust table and local trust event recorder. The role of the trust supervisor is to
maintain the Local Trust Table (LTT) and Local Trust Event Recordings (LTER).
The TS will act as the designated trusted node in the region. The fields of the LTT
are IP address, Zone Tag, direct trust value, reputation trust value and trust Value.
Here the IP address is used to identify any fog node uniquely. The IP address field
holds the ipaddress of the fog (computing) nodes. The Zone Tag corresponds to the
three zones Gold, Silver and Bronze as {G}, {S} and {B} respectively.

The LTER records the doubtful events like unauthorized access, side-channel
attack, spoofing IP address, reporting wrong data etc. Based on the number events
the trust values will be updated and it is as described in Sect. 4.1.

The trust value is represented by TVFNi,Rj and the computation is given in Eq. (6).
Here FNi denotes the ith fog node and Rj represents the jth region in the fog
layer. The direct trust value (i.e. direct relationship) is represented by the function
D(FNi,Rj, ztk ), where FNi denotes the ith fog node and Rj represents the jth region
and ztk represents the kth zone opted by the user from the three zones. The indirect
trust or the reputation trust is represented by the function F(FNi,Rj). The terms wD

and wRe p represent the weight factor of direct relationship and reputation.

TVFNi,Rj � wD · D(FNi,Rj, ztk ) + wRe p · F(FNi,Rj)

where wD + wRe p � 1, wD > wRe p (6)

To compute the direct trust value we have the LTER, which adopts the same
method of calculating the tc, uc and count as mention in Sect. 4.1. The trust point
for each interaction is termed as tp. The values are calculated as per values in Table 4.
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Fig. 3 The architecture of the trust model for cloud cum fog environment

To incorporate the concept of using three zones in each region we include the weight
factor for the zones. They are represented aswztk . The ztk corresponds to {G}, {S} and
{B}. Their weight values are as follows, wztG �5, wztS �3, wztB �1. The direct trust
value and reputation trust value are computed by the Eqs. (7) and (8) respectively.
The term ∂ in Eq. 8 is the decay factor for the indirect trust.

D(FNi,Rj, ztk ) �

⎧
⎪⎪⎨

⎪⎪⎩

tp · wztk , count � 0

(tpcur + tp) · wztk , count > 0&H � φ
( tpcur

2uc
)
tp · wztk , count > 0&H �� φ

(7)

F(FNi,Rj) �
√√√√ 1

count − 1

count∑

l�1

(vl − v̄l)2 · ∂ (8)

Now the edge devices will communicate with the fog nodes. The edge devices
will first contact the trust supervisor of a particular region for knowing the trust
values. Then based on the trust value and the zone needed it can select the fog node
for its application processing. In this way the trustworthiness of the cloud cum fog
environment is ensured.
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Fig. 4 A stochastic job application sample

4.3 Stochastic Model

In the present work, we consider the scheduling of precedence constrained stochastic 
tasks which are modelled as a Directed Acyclic Graph (DAG), G � (N , E) [21, 34],

where N � 
{
n1, n2, n3, . . . , nj

} 
is the group of n precedence constrained stochastic tasks. These tasks are to be processed on any of the accessible virtual machines. 

E ∈ N ×N is the set of edges, which represents the inter-task dependencies between 
tasks. For instance, edge ei,j ∈ E indicates precedence constraint which means the 
task ni should complete its execution before the task nj . The task with no predecessors 
is called entry task, nentry and the task with no successors is called exit task, nexit . 
The parent tasks of the task ni is denoted as par(ni) and the child tasks of a task ni 
is represented as child(ni).

Figure 4 shows a stochastic job application with 5 tasks. Each node represents 
the task execution time r(ni) and each edge represents the inter-task communication 
time r

(
ei,j

)
. Generally stochastic tasks will have dynamic changes in their task exe-

cution time and inter-task communication time. To make the problem simpler and 
representable, we consider the normal distribution of these values. In this sample, 
the normal distribution of task execution time and inter-task communication time is 
illustrated as ND

(
μ, σ 2

)
, where μ and σ 2 are the mean and variance of normal dis-

tribution. It is assumed that task execution time r(ni) and inter-task communication 

time r
(
ei,j

) 
are random variables of normal probability distribution function since 

the model is stochastically independent. Let VM  � 
{
vm1, vm2, . . . , vmp

} 
be the p number of virtual machines in cloud environment. The computational capacity of

pth virtual machine is represented as c
(
vmp

)
.
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4.4 Scheduling Attributes

In this scheduling of stochastic tasks, the following scheduling attributes are defined
and used throughout this article. STime

(
ni, vmp

)
represents the earliest execution

start time of task ni on Virtual machine vmp. The execution time of task ni on virtual
machine vmp is termed in Eq. (9).

ETime
(
ni, vmp

) � r(ni)

c
(
vmp

) . (9)

Since the computational capacity of virtual machine varies from one to other in
cloud systems, the execution times of tasks on virtual machines are too varying. The
earliest execution completion timeCTime

(
ni, vmp

)
of task ni on virtual machine vmp

is computed as given in Eq. (10).

CTime
(
ni, vmp

) � STime
(
ni, vmp

)
+ ETime

(
ni, vmp

)

� STime
(
ni, vmp

)
+

r(ni)

c
(
vmp

) . (10)

Since the processing time r(ni) involves normal distributionwith randomvariable,
the execution time and earliest completion time are random as well. The task ni that
is executed on the virtual machine is termed as proc(ni).

sch � {proc(n1), proc(n2), . . . , proc(nn)} (11)

Equation (11) denotes the entire schedule of application. Sch gives the list of
processors task that are assigned to tasks list. The finish time of virtual machine vmp

is found by Eq. (12)

FTime
(
vmp

) � max
proc(ni)�vmp

{
CTime

(
ni, vmp

)}
(12)

The Data Ready Time of task ni on virtual machine vmp is denoted by
DRTime

(
ni, vmp

)
and is computed using Eq. (13)

DRTime
(
ni, vmp

) � max
n
j∈par(ni),proc(nj) ��vmp

{C(
ej,i

)} (13)

where par(ni) is the function which returns the immediate successors of task ni
and C

(
ej,i

)
denotes the communication finish time of edge ej,i and is computed by

Eq. (14).

C
(
ej,i

) � CTime
(
nj, vmproc(nj)

)
+ r

(
ei,j

)
(14)



44 J. Angela Jennifa Sujana et al.

If ni is an entry task, i.e., par(ni) � ∅,DRTime
(
ni, vmp

) � 0, for all vmp ∈ VM .

The start time of task ni on virtual machine vmp is restricted by virtual machine vm′
ps

finish time FTime
(
vmp

)
and edges of ni. It is defined in Eq. (15)

STime
(
ni, vmp

) � max
{
DRTime

(
ni, vmp

)
,FTime

(
vmp

)}

∀ni ∈ N and vmp ∈ VM ,
(15)

Assuming STime
(
nentry, vmproc(nentry)

)
� 0, the scheduling process begins and the

makespan is computed by Eq. (16). Since our workflow has precedence constrained
tasks, the completion time of the exit task will be the makespan of the schedule.
The exit task is the last task to be executed and all the other tasks will be executed
beforehand.

makespan � CTime
(
nexit, vmproc(nexit)

)
(16)

A normal random variable, X is denoted as X ∼ ND
(
μ, σ 2

)
. Hence, the basic

operations on normal random variable

1. If Xi is normally distributed with expected mean μi and variance σ 2
i then X �∑n

i�1 Xi is also normally distributed with mean
∑n

i�1 μi and variance
∑n

i�1 σ 2
i .

I.e.,

X ∼ ND

(
n∑

i�1

μi,

n∑

i�1

σ ′
2

)

. (17)

2. The maximum value of a set of normal random variables is not a normal random
variable. The maximum value has to be found in Eqs. (12), (13) and (15). But the
maximum value from the set of values violates the property of normal random
variable.

Finding the maximum value among the tasks is needed for prioritization. Clark
[43] has established a technique to recursively estimate the estimated value and
variance of the maximum value of a determinate set of normally distributed random
variables. This is used for finding the maximum value among the tasks. The expected
value of max{C(e1,n), C(e2,n)} with ρ1,2 � 0 are computed by using Clark’s first
equation which is given in Eq. (18)

E
[
MAX

{
C(e1,n),C(e2,n)

}]

� E
[
C(e1,n)

]
�(ξ1,2) + E

[
C(e2,n)

]
�(−ξ1,2) + ε1,2ψ(ξ1,2)

� E
[
C(e2,n)

]
+

(
E
[
C(e1,n)

] − E
[
C(e2,n)

])
�(ξ1,2) + ε1,2ψ(ξ1,2)

(18)

where
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ε1,2 �
√
Var

[
C(e1,n)

]
+ Var

[
C(e2,n)

] − 2ρ1,2χ1,2

�
√
Var

[
C(e1,n)

]
+ Var

[
C(e2,n)

]
Since ρ1,2 � 0 and ,

ξ1,2 � E
[
C(e1,n)

]
+ Var

[
C(e2,n)

]

ε1,2
, and

χ1,2 �
√
Var

[
C(e1,n)

]
Var

[
C(e2,n)

]
, and

ψ(t) � 1√
2π

e− 1
2 t

2
, and

�(x) �
x∫

−∞
ψ(t)dt � 1√

2π

x∫

−∞
e− 1

2 t
2
dt.

The variance of max{C(e1,n), C(e2,n)} is given by Clark’s second equation in
Eq. (19) as follows

Var[DRT (vn)] � Var
[
MAX

{
C(e1,n),C(e2,n)

}]

� (
E2[C(e1,n)

]
+ Var

[
C(e1,n)

])
�(ε1,2)

+
(
E2

[
C(e2,n)

]
+ Var

[
C(e2,n)

])
�(−ε1,2)

+
(
E
[
C(e1,n)

]
+ E

[
C(e2,n)

])
ε1,2ψ(ε1,2)

− E2
[
MAX

{
C(e1,n),C(e2,n)

}]
(19)

In a similar way, Clark’s equations can be used recursively to determine the 
expected value and variance of maximum value from the set of values.

5 Stochastic Scheduling

Stochastic modelling is used to solve real-world problems in which unpredictable 
events are present. It involves probability distributions to model the problems. 
Depending on the situation, we have to choose the parameters that can be repre-
sented as a random variable. Because of stochastic behaviour, this model allows 
random deviation in one or more inputs over time and finds the estimation of poten-
tial outcomes in order to guess what will happen under disparate cases. In the present 
work we focus on representing the task execution time r(ni) and the inter-task com-

munication time r
(
ei,j

) 
as random variables.
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The user will submit the workflow G, which has normal distribution based task
execution time r(ni) and the inter-task communication time r

(
ei,j

)
. The stochastic

behaviour of the tasks is to be handled and the cloud providers have to perform
dynamic allocation by finding the apt priority level of the task. Each virtual machine
has different computational capacity. Similarly, the tasks from the users have different
execution time. The Providers’ motto is to increase their system throughput and
efficiency. The user’s aim is to pay less for the VM usage. So the providers have to
find the optimum Task-VM pair according to complement task’s execution time and
virtual machines’ computational capacity in order to satisfy the user as per the SLA
agreement. This Task-VM pair should minimize the makespan and satisfy the user’s
security demand.

5.1 Stochastic Top Level (STL)

The real-world problemmodelled as a workflow has precedence constrained stochas-
tic tasks. Finding the priority of the tasks is the major step in scheduling strategy.
The prioritization of the tasks in the workflow has to be done with utmost care for
stochastic tasks. This is due to the dependency of the task execution time r(ni) and the
inter-task communication time r

(
ei,j

)
on the random variables. Generally schedul-

ing algorithms use top_level or bottom_level as the key factor for prioritization. In
the present work we focus on using top_level as the factor for prioritization. The
primary factor to be considered is the varied execution time of the same task on
different VM instances. To resolve the issue of different execution time of the same
task on different VM instances many strategies have been tried and it was concluded
that using the average value gives the best result in the research work in [24]. Hence
we use average computation capacity of the VM in our Stochastic Top Level (STL)
calculation and it is defined in Eq. (20). The average computational capacity of all
virtual machines is defined as,

c(VM ) � 1

p

p∑

i�1

c(vmi) (20)
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Algorithm StLevel(G)

Input: A Workflow G = (N,E) of precedence constrained Stochastic Tasks, N-Set
of task nodes, E-set of edges

Output: Stochastic Top Level for Task Set N, STL[N]
1. Initialize Task array T[|N|] from G
2.
3. Task =
4. Compute ( using Eq. (22) 
5. While
6. {
7.  Task = ;
8. For each parent of apply Eq. (17) to calculate the expected

value and variance of 
9. If the task has more parents then
10. For all other parent task
11. Apply Eqs. (18) and (19) to calculate the expected 

value and variance of

12. End if
13. Construct the approximate normal distribution of using the 

expected value and variance of 
14. Apply Eq. (17) to compute
15. index++;
16. }

Another main factor is that the tasks considered are stochastic tasks, whose exe-
cution time and inter-task communication time depend on random variables. The
STL will consider the completion time of the tasks and tend to schedule the tasks
which can find a free VM with the security demand satisfied earlier. In stochastic
scheduling algorithm it is critical to calculate STL since task processing time and
inter-task communication time are unpredictable in nature. The computation proce-
dure of the STL is defined in the StLevel Algorithm. The StLevel algorithm returns
the stochastic top level of all the tasks.

The stochastic top level of task nx is the arbitrary distance of a longest path from
the task nx to entry task, and recursively defined as in Eq. (21),

STL(nx) � maxni∈par(nx)
{
STL(ni) + r

(
ei,x

)
+

r(ni)

c(vm)

}
(21)

The stochastic top level of entry task is defined as,

STL
(
nentry

) � r
(
nentry

)

c(vm)
(22)
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The StLevel algorithm gets the workflowG as the input and returns the STL value
as the output. At first the task set N in the workflowGwill be sorted in the topological
order. Initially the STL for the entry task is calculated. The while loop defined from
line 5–16 calculates theSTLvalues for all the remaining tasks recursively. To estimate
the relative priority among the child tasks of a single parent the mean and variance
are used. The STL values for all tasks are used to find the precedence constrained
tasks among the set of tasks.

5.2 Trust Based Stochastic Scheduling (TSS)

This section describes the Trust based Stochastic Scheduling (TSS) algorithm which
is in accordance with DLS [22, 44] and SDLS [23] algorithms. The Trust based
Stochastic Scheduling (TSS) algorithm is based on Trust based Stochastic Dynamic
Level (TSDL) which is defined in Eq. (24). The TSDL is the estimated dynamic
priority level based on trust and STL values with different tasks and virtual machines.
In the computation of TSDL we have to consider the variation in the computation
capacities of the virtual machines for the same task so that the best virtual machine
is selected for tasks. To consider the variation in the computation capacities among
the VMs, a factor δ is used, which will represent the relevance of the VM vmp for
the task nx as an integer value. It is defined as δ

(
nx, vmp

)
as given in Eq. (23).

δ
(
nx, vmp

) � r(nx)

c(vm)
− r(nx)

c
(
vmp

) (23)

If the value of δ
(
nx, vmp

)
is greater than zero, then it means that the VM vmp will

execute the task nx faster. A positive increase in the value of δ
(
nx, vmp

)
indicates

that the virtual machine vmp is faster than other processors to execute the task nx.
If the value of δ

(
nx, vmp

)
is lesser than zero, then it means that the VM vmp will

execute the task nx slower. A negative increase in the value of δ
(
nx, vmp

)
indicates

that the virtual machine vmp is slower than other processors to execute the task nx.
Since STL(nx) indicates precedence constrained level for task execution, this factor
is required for computing the TSDL value in Eq. (24).

TSDL
(
nx, vmp

) �
{
STL

(
nx, vmp

) ∗ TRSLAk
i,j

}
− STime

(
nx, vmp

)
+ δ

(
nx, vmp

)
(24)

The virtual machine vmp with large TSDL
(
nx, vmp

)
is allocated to the task nx. The

TSS algorithm finds the optimum Task-VM pair and it is given in TSS Algorithm.
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Algorithm TSS(G)
Input:A Workflow G = (N,E) of precedence constrained Stochastic Tasks, N-Set of task nodes, E-

set of edges
Output: Entire Schedule 

1. Compute STL of each task using StLevel Algorithm
2. Initialize Stack ST(|N|);
3. ST.Push( );
4. While (!ST.isEmpty())
5. { 
6. For each task in ST
7.  { 
8. For each VM type 
9. {
10. Use Eq. (24) to calculate 
11. } 
12. }
13. Find optimal Task-VM pair whose is stochastically lesser

than the TSDL of all other Tasks-VM pairs
14. Task = ST.Pop();
15. Assign task  to virtual machine i.e., 

16. Task [] L= free child tasks of ; 
17. ST.push(L) 
18. Update the earliest execution start time of task on virtual machine;
19.  } 

6 Results and Discussion

The experiments were performed with precedence constrained stochastic tasks which 
is modeled as a DAG using random graph generator, where the task computation times 
and inter-task communication times among the tasks are normally distributed. The 
algorithms are also tested with Epigenomic and Montage, which are real world work-
flow for the performance analysis of the proposed TSS algorithm. The simulations 
are done using CloudSim simulator.

6.1 Analysis with Random Graph Generator

The experimental analysis with random graph generator is discussed. There are sev-
eral parameters used by the random graph generator to define a DAG such as size, 
levels, link density, maximum and minimum expected values of task processing times 
and inter-task communication times. The expected value and variance of each task 
processing time on every processor are uniform random variables in the intervals 
[Tμmin, Tμmax] and [Tσ min, Tσ max] respectively. The expected value and variance of 
the communication time on each edge are uniform random variables in the intervals 
[Eμmin, Eμmax] and [Eσ min, Eσ max] respectively.
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Fig. 5 Trust value calculated for three VMs with 20 users

The Communication to Computation Ratio (CCR) encodes the complexity of
the computation of a task depending on the number of elements in the workflow
application. Different CCR values are used in the experiments. The range of values
used in the simulation is 0.1, 0.2, 0.5, 1 and 2 for CCR.

In order to differentiate the virtual machines’ computational capacity, each virtual
machine has been created by varyingMIPS rate and PesNumber according to Table 1.

Figure 5 shows the average trust value calculated for some 20 users with different
SLA and with three VM types for some 30 successful transactions. It can be noted
that there is a steady increase in the trust value, which proves the efficiency of this
trust model.

A scatter plot is used to depict the direct trust values calculated as per Eq. (7) for
different arrival rate of the user jobs as shown in Fig. 6. The results indicate that the
trust model works well when the arrival rate λ�0.5.

Makespan and speedup are the parameters used for performance analysis. The
makespan (or schedule length) is defined as the completion time of the exit task nexit
as defined in Eq. (16).

The speedup is computed by dividing the sequential execution time (i.e., the
cumulative execution time) by the parallel execution time (i.e., the makespan of the
output schedule) as shown in Eq. (25).

speedup �
∑

ni∈N ETime(ni)

makespan
(25)

where ETime(ni) is the execution time of task ni.
The sequential execution time is computed by assigning all stochastic tasks to a

single processor that minimizes the cumulative of the computation times. If the sum
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Fig. 6 Scatter plot for trust values with different arrival rates

Fig. 7 Makespan obtained
for small, medium and large
size of workflows

of the computational times is maximized, it results in higher speedup, but ends up 
with the same ranking of the scheduling algorithms.

The Trust based Stochastic Scheduling (TSS) algorithm is compared with the 
HEFT and SHEFT scheduling algorithms in terms of makespan and speedup. First, 
an analysis based on the performance metrics, makespan and speedup is done, by 
comparing the proposed mechanism with the existing scheduling algorithms with 
different number of virtual machines having different security guaranteed levels as 
specified in Table 3 and [8]. Different sizes of workflows are tested. These workflows 
are termed as small, medium and large based on the number of tasks in the workflow. 
Workflows with 25, 50 and 100 tasks are generated and they are designated as small, 
medium and large workflows respectively. The results are shown in Figs. 7 and 8. It  
is clearly observed that the proposed TSS algorithm is better than the existing HEFT 
and SHEFT scheduling algorithm in terms of makespan and speedup.

Figure 9 is the plot of the makespan for a set of 30 tasks and by varying the number 
of virtual machines. From the plot it is very clear that the proposed TSS algorithm 
consistently gives good results.
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Fig. 8 Speedup obtained for
small, medium and large size
of workflows

Fig. 9 Makespan obtained
by varying the number of
virtual machines

This is because the TSS algorithm takes the expected value and variance of the 
task processing times and inter-task communication times for the stochastic schedul-
ing problem. While the other existing scheduling algorithms take only the expected 
values of task processing time and inter-task communication time that are less suit-
able for stochastic task scheduling problem. Moreover, if the number of processors 
increases, the makespan of the schedule decreases and speedup increases. The results 
of TSS algorithm are better than the existing algorithms in terms of makespan and 
speedup. This is due to the fact that TSS algorithm can process the stochastic tasks 
with normally distributed task processing time and inter-task communication times 
using Clark’s equations, finding the optimized schedule. Also the TSS algorithm 
considers trust level and stochastic top level.

7 Conclusion

This chapter have focused on two major issues in cloud and fog computing namely 
security and scheduling. It also introduced a trust model for cloud cum fog envi-
ronment. The present work has integrated security demand of a cloud user with 
an efficient task scheduling for a workflow. A novel trust model based stochastic 
scheduling algorithm is introduced. The inclusion of variance of the stochastic tasks 
in the prioritization phase using STL helps in achieving optimized schedule. Though 
the inclusion of the trust model is an additional overhead it doesn’t affect the speedup 
of the TSS algorithm. The proposed TSS method has been implemented and com-
pared with the existing HEFT and SHEFT algorithms. It is found that the designed 
TSS gives better results.



Trust Model Based Scheduling of Stochastic Workflows … 53

The trust model proposed in the work can be further improved by extending the
untrusted event recording mechanism to a broader range than for individual regions.
Also in future this work could be extended to multicloud environment. Besides,
energy awareness may be included as another objective under concern.
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Trust-Based Access Control in Cloud
Computing Using Machine Learning

Pabitr Mohan Khilar, Vijay Chaudhari and Rakesh Ranjan Swain

Abstract Cloud computing is a distributed computing environment which hosts
dedicated computing resources accessed anytime from anywhere. This brings many
advantages such as flexibility of data access, data omnipresence, and elasticity
[1–7]. As there is no control of data owner over the data, this brings security threats.
Providing a secure cloud environment from the malicious user is one of the impor-
tant and challenging tasks among scientific and business user community. Over the
time, various control access models have been proposed for secure access in the
cloud environment such as cryptographic-based access model, identity-based access
control model and trust-based access control model. The users and cloud resources
should be trusted before accessing the cloud. It is observed that the existing access
control modelsmainly overlook the user behavior and scalability of the trust manage-
ment system. We have considered the trust-based approach which provides access
to the user in the cloud by their trust value computed based on the past accesses and
behavior. We consider important parameters such as user behavior, bogus request,
unauthorized request, forbidden request and specification of range. We proposed a
trust evaluation strategy based on the machine learning approach predicting the trust
values of user and resources. The machine learning techniques such as K-Nearest
neighbor, decision tree, logistic regression and naive Bays are considered as the
important strategies to evaluate the trust management system in our proposed work.
We implemented our proposed machine learning method in jupyter notebook sim-
ulator tool. We found better result in terms of efficiency, prediction time and error
rate which is presented in the result section of this chapter.
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1 Introduction

Cloud computing is a paradigm that shares computing and storage infrastructure over 
a scalable network of resources [9, 10]. In the modern world, data are scattered in 
different data centers and applications are run in remote servers. The cloud technol-
ogy brings the scattered data and the remote applications to user laptop in a virtual 
form. The main idea is to make computing and storage infrastructure available for 
cloud users irrespective of time and location. In order to commercialize the cloud 
technology, cloud users need to have the trust that the resource providers complete 
the submitted job as per the service level agreement (SLA) so that the information of 
the processed data is secured. Researchers believes that the biggest cloud computing 
issue is trust. Trust plays an important role in all commercial cloud environments 
and trust management is an integral part of commercial aspects of cloud technology. 
Cloud infrastructure supports three types of service delivery models such as Software 
as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service 
(IaaS). The cloud service providers offer infrastructure, platform and software to 
the users in an economical and trustworthy manner. Trust becomes a complex issue 
in the cloud computing arena. Companies like Google and Amazon have imple-
mented reputation based trust management system and it helps the users to locate 
the trustworthy resource providers for doing e-business transactions in a secure and 
confident manner. E-bay has a built-in centralized model of trust. There are several 
trust frameworks which are studied in cloud environments.

Cloud computing provides a flexible solution to the on-line execution system for 
scalability applications. Fog computing provides a distributed solution to accomplish 
the elasticity, and scalability of effective information sharing system by reducing the 
computational cost. The fog computing features are same as cloud computing with 
extra attributes such as location awareness and edge data centric computing for big 
data processing. Edge computing provides a real time critical data processing in 
locally to reducing the traffic in the centralized storage of cloud. The IoT device data 
are collected and processed in the edge of the network before sent to the cloud storage. 
It is an optimization method of cloud computing with low latency, low transmission 
cost, reducing traffic, and reducing bottlenecks failure. Mist computing provides a 
lightweight service in network with small microchips and micro-controllers. It works 
with fog computing over the cloud platform. Mist computing contains local decision 
making data processing, which extends significant solution between centralized cloud 
computing and decentralized edge or fog computing. It is highly robust in nature.

In this chapter, we present the security related issues including various access 
control techniques present in the literature and a proposed access control model 
based on the trust value of the users and resources for cloud computing environment 
which prevent malicious users from accessing the resources available in cloud [6].
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The basic information security requirements are confidentiality, integrity, availability, 
non-repudiation. Out of them the top most threats are denial of service (Dos) attack 
which is a security threat against availability [8]. We proposed a trust-based access 
control model using machine learning against denial of service (DoS) attack. In 
which, access to the user will be given based on the satisfaction of trust value. We 
compared our proposed method with the traditional methods that is able to fulfill the 
cloud computing security requirements.

2 Related Work

Cloud computing is the new technology which provides various kind of services to its 
users. Today users have high needs for good network bandwidth, very high computa-
tional power, high-speed memory devices and finally a huge space to store his huge 
amount of private data. The threats are also growing as the technology enhancing. 
There are various threats available against cloud computing, but researchers believes 
that DoS attack is the top most attack against the infrastructure of any service. Further 
we found that the DoS attack rate is growing year by year. DoS attack is a malicious 
attempt to make unavailable the resource, in which there is an involvement of an eve 
or attacker or a network of computer called as Bot.

If the security of cloud breach then resources of the cloud will definitely be 
affected and then the service-layer-agreement (SLA) between user and cloud-service-
provider is violated. In fact, the service quality is reduced due to security breach 
in cloud computing environment. Therefore, protecting every users data and their 
computation is utmost necessary in recent years due to increasing dependence in the 
cloud by many users. Cloud-service-providers also have to protect their resources so 
that Quality-Of-Service can be maintained. Our main goal is to give access only those 
users which are not malicious and additionally select only those resources which are 
capable of providing good Quality-of-service to its customer.

The traditional methods are not able to fulfill the cloud computing security 
requirements. Therefore access-control-methods was developed to fulfill the secu-
rity requirements of cloud computing. Various researchers have proposed different 
access-control-models for cloud. The access control methods such as MAC, DAC, 
attribute-based-access-control and role-based-access-models have been proposed by 
many authors in literature [14]. In Role-based-access-control-model (RBAC) role 
and permission are bond together. However, the RBAC model does not consider the 
user behavior in the cloud. Some researchers proposed other access-control-model 
called trust-based-access [15–22]. The existing techniques do not consider malicious 
activity done by various users seriously in cloud environment in order to give access 
in the cloud. Therefore we consider users behavior to provide secure access in cloud 
environment.
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3 Objective of the Work

The objective of this work is given as follows:

(i) ClassificationofAuthorizationProblem:Design a trust-based-access-control-
model using machine learning and deep learning which authorizes the user to
give access the resources based on the trust value.

(ii) Classification of Service Layer Agreement Problem: Evaluating the trust
value of cloud resources before giving access to the user.

(iii) Control Access to Resources: On the basis of calculated trust values, the users
are prioritized. Based on the priority, the users get access to the demanded
resources.

4 Proposed Work

Cloud computing is a new business model, which provides different services to the 
users and works on pay-per-use policy. The main advantage of using the cloud is that 
you can scale up/down your computation resources easily on-demands and can access 
your resources any time anywhere. It is very cost effective because you dont need to 
buy physical resources and you have to pay as-per-use basis. Most of the companys 
works on small projects, if they buy physical resources then there is loss as compared 
to profit from the project. If organizations want to buy physical infrastructure, then 
they have to install, maintain servers, networks etc., and hire manpower for this, then 
their profit is low. If they join cloud then they dont have to worry about these kind 
of Cloud resources. Cloud provides various kind of services such as Platform-as-a-
service (PaaS), Infrastructure-as-a-service (IaaS) and Software-as-a-service (SaaS)
[4].

Since all the data are stored and computation is performed on the cloud servers, 
users have not any kind of control over his data and computation. If any attack will 
happen in the cloud, than his private data and computation will be lost. Therefore 
security of the users computation and data is the responsibility of cloud-service-
provider (CSP). This is mentioned in service-layer-agreement (SLA). The cloud-
service-provider have to secure cloud form all the attacks and threats thats why 
various access-control-methods are applied to secure cloud environment. Before 
accessing the cloud services both cloud-service-provider and the user should trust 
each other. Now before giving access of service to the user, first access-control-
mechanism will check the trust value of the user, and is found is above the threshold 
then it provide access to its service and the same behavior is applied upon cloud-
service-provider. User trust value is based on the behavior parameters, CSPs trust 
value is also based on their service records, and the opinion they got from users. 
Access-control-methods are used to stop malicious users to access the cloud services.

Thus our main task is to improve the security of the cloud, so that various attacks 
and threats can be stopped. If any malicious user attacks the system then cloud service
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is affected and cloud is unable to give Quality-of-service to its customer, then the
Service-layer-agreement break and users trust on the cloud-service-provider loose.
Therefore cloud-service-provider should provide access only to the authenticated
users. To check the authenticity of the user, CSP checks their trust values. If user
trust value is greater than the threshold value, then the user is considered as an
authentic user. It is noted that the trust value of the users depend upon their behavior
parameters in the cloud.

4.1 Proposed Model

We proposed a trust-based-access-control-model consisting various sub-modules
using machine learning shown in Fig. 1. If any user wanted to access any cloud
service then his request will pass through several modules before completing the
authorization process. All the services and resources are protected through this pro-
posed model in cloud computing environment. Resource catalog contains several
resources which have the different reputation and trust value in the cloud environ-

Fig. 1 Proposed architecture
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ment. When a user requests a resource our proposed model checks whether the
requesting user is a trusted user or not. If the user is found as a trusted user then the
best resource for the requesting user is provided from the mutual trust relationship
and his computational needs.

We describe the functions of each sub-module of the proposed architecture as
follows.

(i) Identity and Authentication Management (IDAM): This is the module
responsible for storing users authentication and identity information such as
username and password. It acts as an interface between users and the system.
Registration of new users, password change or update everything is handled
by this module. When login request comes then from the identity database
of the users, it matches all the credentials and decided if access is granted or
refused. Requested service chosen from the catalog with user id forward to
the URM for further authentication purpose by this module.

(ii) Catalog service Management of Resource (CSMR): Catalog service Man-
agement of resource (CSRM) updates records of all the services offered by
cloud-service-provider (CSP). When a user enters into the system then from
the catalog he can choose services offered by CSPs.

(iii) User Request Management (URM): This module gets users trust from the
PIP module and then it forward all the information in request vector (ReqInfo
[userId, UserTrust, requested-resourceId]) to theDecision and Policy Enforce-
ment module.

(iv) Policy Information Point (PIP): This module is responsible for providing
user trust value when he get the request from URM module.

(v) Decision and Policy Enforcement (DPE): In access-control-model DPE is a
very important component, which decide whether requested resource should
be given to the user no not. When DPE receives ReqInfo[..] vector from URM
then it fetch policy details from the policy database. It then compare all the
users details with the security policies of the cloud-service-provider. If the user
and the requested resource passes all the security policies threshold value, then
access is given to user else this activity of the user stores in feedback and log
file collector module. This module provides access based on mutual trust (it
is defined as user and resource both should be trusted).

(vi) Log and Access Management (LAM): This is the module which is respon-
sible for trusted user secure access to the cloud services. Users activities and
his behavior stores in Log files. After execution of the request, it submit his
feedback to the Trust management module. Log file contains the activities of
the users so this information is used to update the trust value of the users.

(vii) Ranking of Resources Management (RRM): This module contains the list
of all the resources according. All the resources are ranked according to their
capabilities and performance which updates time to time when RRM got the
trust reputation and trust values from the TMM. Performance of the resources
is based on their trust value and reputation in the cloud. There are different
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cloud-service-providers who provide a similar type of services to its users.
Best resource should be given to the users which are handle by RRMmodule.

(viii) Trust Management Module (TTM): Trust management module is account-
able for handling the real-time value of user trust based on trust evidence of
user. This evidence is based on user behavior in the cloud and used to evaluate
trust value of the user (trustworthiness). This is the module which takes Log
file (shows every interaction of the user based on access of cloud service) and
based on the behavior trust evidence, it recalculate the value of the trust. It
also calculates cloud resource reputation and trust value and then send those
trust values to the RRM module for resource ranking purpose.

4.2 Authorization Process

When a user wants to access any cloud service he has to submit all his requirement
details to the CSP such as Processor, computing power, software, networking speed,
security and kind of operating system. There is no negotiation between the user
and cloud-service-provider about providing these services and financial charge. The
negotiation is an agreement which is called as service-layer-agreement (SLA). The
following tasks describe the step by step functions about the whole authentication
process of the user request for access of a required service as given below.

(i) Step 1: IDAM receives and check the Login credentials from the user. It check
the login credential and if those credentials are found correct, then the user can
proceed further to access cloud services.

(ii) Step 2: The user chooses his required service from the catalog service man-
agement of resource (CSMR). This module then sending user request to the
IDAM.

(iii) Step 3: IDAM collect user requirement from CSMR module and then form a
request info vector, which contains the user id and request service information.
Then IDAM forward this request info vector to the user request management
module (URM).

(iv) Step 4: User request module (URM) send user id to the PIP for trust value and
pip forward it to TMM. TMM forward user trust to policy information point
(PIP).

(v) Step 5: Now URM adds user trust value to the request info vector and then
forward this to the Decision and policy enforcement (DPE) module.

(vi) Step 6: Finally, DPE collects all the information from URM. DPE compares
received vector information with the required security policies access from the
policy database.

(vii) Step 7: RRM module select the most trusted and suited resource according to
the job and then send it to the DPE.

It provides secure access to the user so that the user can access his requested
service safely. It also contain log file which forward to the TMMmodule later. TMM



62 P. M. Khilar et al.

Fig. 2 Architecture of trust
management module

module process the log file of the user behavior and SLA. Update user trust DB and
cloud trust DB respectively. Our proposed model is able to achieve secure access
based on mutual trust.

4.3 Trust Management Module (TMM)

Trust Management module is the most crucial part of trust-based-access-control-
model shown in Fig. 2. It is used for calculation of trust for both cloud-service-
provider and user. It is composed of various sub-modules. One thing has to be noticed
here is that when it receives the log files either cloud users or cloud-service-provider,
users have to calculate trust value quickly, so that malicious user can be found soon
before they can harm the system and likely to be best cloud resource can be provided
to the user quickly through updating the current trust value of resource.

This model is not biased towards any cloud-service-provider or user too. It can
be observed that the TMM contains several phases for calculating trust value. We
explain the way the trust value is calculated based on the activities and functionalities
of all the phases involved.

(i) Clouduser: everyuser has to register before accessing the cloud service. Identity
database contains all the authorization details of all the users. When a user
requests a resource from cloud server then his authentication and authorization
have to be checked by various component and if he passes then he can access
the cloud service.

(ii) Cloud resources: Any hardware or software part can be cloud resource. All
cloud resources access based on their reputation and trust value in the cloud.
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Before giving access to the resource, users authorization has to be checked
properly and all service-layer-agreement should be fulfilled.

(iii) Log file of user behavior: Log file create when Log and access Management
module (LAM) record all activities performed by the user in the cloud. This log
file captures real user behavior through which user trust value is predicted by
machine learning algorithms.

(iv) SLA monitoring module: SLA monitoring module captures the real-time
behavior of cloud resources. This also captures the performance of the cloud
resources.

(v) Feature extractionmodule:All the logfiles feeds into thismodule. Thismodule
captures all the related parameters and their corresponding values from the log
files. Those value passes to the ML training and trust Prediction module.

(vi) ML training and test prediction module: this module takes all the parameters
and data from the feature extraction module. Feed this data to our machine
learning model and train the models. Now our trained model predict the trust
value of the cloud users.

4.4 Trust Evaluation Parameters

To calculate trust value of cloud users and cloud-service-providers, we use generic
trust evaluation parameters. In order to calculate user trust value, the parameters
such as user behavior is considered. Whereas for computing trust value for various
resources, SLA parameters and public opinion are used.

4.4.1 User Behavior Parameters

As it is mentioned earlier the user trust value is calculated based on user behavior
parameters. Various attackers or malicious users perform several malicious activities
to steal the private data and computation. When a malicious user attacks the system
then services get affect and cloud-service-provider is not be able to fulfill the service-
layer-agreement.Monitor modulemonitors all the interactions of the users and stores
those interaction info. into the user-behavior-database. To evaluate the trust value of
users, several parameters have been taken into considerations. To ease the description,
we specify the following notations and their meaning in the Table 1.

1. Bogus Request Rate (BRR):
Bad requests or the bogus requests are such types of requests in which syntax
use in a malformed way due to this, Cloud server is not be able to understand
this type of requests. When an attacker or the malicious user launch a denial-of-
service (DoS) attack into the system then he sends a lot of packet request in short
period of time. DoS attack leads to resource exhaustion and bandwidth depletion
that consumes most of the the bandwidth. In this attack, the availability of cloud
resource affects. Bogus request rate is calculated by Eq. 1.
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Table 1 Notations and their
meaning

Sl. no. Notation Meaning

1 BR Bad request

2 UR Unauthorized request

3 FR Forbidden request

4 NF Not found request

5 MNAR Method not allowed request

6 RNS Range not specified

7 TR Total request

8 UT User trust

9 AUT Average user trust

BRR = BR/TR (1)

2. Unauthorized Request Rate (URR):
Unauthorized requests mean that users are trying to access those resources (R k)
for which he has not proper authorization. This type of requests indicates that
the malicious user is trying to steal/modify data or computation. These illegal
operations can be via malicious code in the programs or through some malicious
computation. Unauthorized request rate (URR) is calculated by Eq. 2.

URR = UR/TR (2)

3. Forbidden Request Rate (FRR):
Forbidden request encounter when a user trying to access some file or data after
successfully logged in into the system but fails due to not having proper authority
to access that file/data. It shows the user is trusted to some level of degree but is
nt allowed to access that file or resource (R k). Malicious users use these type of
information to leak the data. Forbidden request rate is defined in Eq. 3.

FRR = FR/TR (3)

4. Not Found Request Rate (NFRR):
Not Found request encounter by the users, when the server doesnt find anything on
the requested location. This happens when a website has been moved to another
server recently but DNS still points to the old location. Attackers use this to,
increase the bounce rate of the cloud resource (R k). Not Found request rate is
defined in Eq. 4.

NFRR = NFR/TR (4)

5. Method Not Allowed Request Rate (MNARR):
Method Not Allowed request (MNAR) is the type of the response when user
forward such type of request to the web server with an HTTP method that due to
its configuration, it is not allowed. This type of response comes when a particular
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Table 2 Description of
notations

Sl. no. Notation Meaning

1 SJ Total submitted job for period of time T

2 ACP Total accepted tasks for period of time T

3 TC Total completed task in time period T

4 ART Average response time

5 BD Bandwidth of the network

6 UPF Positive feedback given by the user

7 UNF Negative feedback given by the user

8 RCP Correct opinion received by other
services

9 RNP Negative opinion received by other
services

10 GCP Correct opinion given to other services
by resource

11 GNP Negative opinion given to other services

HTTP method is a ban on a particular web resource (R k) from the owner due to
security concerns. MNAR rate (MNARR) can be calculated in Eq. 5.

MNARR = MNAR/TR (5)

6. Range Not Satisfied Request Rate (RNFRR):
Range Not Satisfied (RNF) response received when the client has asked for the
range of the file which lies beyond the file size. The purpose of this kind of request
is to create unnecessary traffic into the network. RNFR rate is calculated in the
Eq. 6.

RNFRR = RNF/TR (6)

4.4.2 SLA Parameters

SLA parameters are part of the service-layer-agreement between cloud user and
cloud service provider. These are the parameters we use to calculate the resources
trust value. In the cloud if security do not be properly managed by cloud-service-
provider then the service Quality is reduced and that CSP is less trustworthy. The
notations and their meaning are shown in Table 2.

There are various parameters involved in resource trust value calculation and
defined as:

(i) Resource Availability (RAV):
Availability of any cloud service can be defined in terms of resource accessibil-
ity. If any malicious user or attacker attack the system then services of the cloud
at that time are inaccessible. Resource availability is defined as total number of
accepted task from all the submitted task. RAV is calculated by Eq. 7.
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RAV = ACP/SJ (7)

(ii) User Trust Satisfaction (UTS):
User trust satisfaction can be expressed as total number of successful tasks has
been executed form accepted task in a time period T by a resource. User Trust
Satisfaction is calculated in the Eq. 8.

UTS = TC/ACP (8)

User Trust Satisfaction is also called reliability. Reliability of a system can
be affected by several reasons like a failure of a job due to the scalability
restrictions, due to time restriction or network failure.

(iii) Service Quality (SQ):
This parameter is basically a collection of various parameters such as average
response time and efficiency. The system convert average response time to
between 0 and 1 based on the threshold value.

(iv) Bandwidth of Network:
Bandwidth (BD) can be defined as, in a fixed time interval how much data we
can transmit using the network. The system converts its value into a probable
value between 0 and 1 using threshold value.

(v) Opinion:
Opinion plays an import part in evaluating trust value of cloud services. Evalu-
ation using opinion model shows us significant improvement from the existing
trust model. We have considered the opinion from cloud users and also the
opinion from the other service providers. UPF and UNF represent the positive
feedback and negative feedback given by the user to the resource Rk . RCP,
RNP represents all the correct and incorrect opinion Rk is received from other
services. GCP and GNP represent all the correct and incorrect opinion Rk is
given to the other services.

4.5 Trust Evaluation Strategy

When a time interval end then we calculate user trust value and cloud trust value based 
on their interaction with the cloud environment. Several interactions is there in this 
time interval. In our first step, we calculate user trust value in current time intervals 
by using his behavior or interaction parameters after that we calculate average trust 
value of the user from the current trust value and from the previous time intervals 
average trust value. Let tn denotes the time interval of current window and tn − 1 
denotes the previous time interval window.

How to measure the trust value of each cloud user is an incumbent research 
problem in cloud computing. AS day by day cloud computing is growing very fast, 
securing cloud through trust is becoming more and more promising and has attracted 
a lot of researchers attention.
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Fig. 3 Calculation of user
trust value

Now from the Eq. 11 average user trust value (AUT) and user trust value (UT)
will be calculated.

We have used Apache server Log file for data of the parameters. Figure 3 shows
that every parameter is combined with weight factors and their strength value deter-
mines by their contribution factor. Some parameters are more dominant then other
parameters. Since parameter P1, P2, P3, P4 determines the DOS attack, unauthorized
access, information leak and to increase the bounce rate so that page ranking of that
resource reduced respectively are more crucial modeling characteristics. To analyze
the user behavior, their calculation is required and must be included for all users trust
value. We have to quantify all the parameters further according to their contribution
to determining user trust value. Thus trust value calculation for users is shown by
Eq. 9:

Tneq =W1 × BRR+W2 × URR+W3 × FRR+W4 × NFRR

+W5 ×MARR+W6 × RNFR
(9)

UT = 1− Tneg (10)

Figure 4 shows us the time window diagram for trust value calculation.

AUT = α × (UT )tn + (1− α) × (AUT )tn − 1 (11)

where W1 +W2 +W3 +W4 +W5 +W6 = 1.
Now Eq. 9 represents the negative trust value of a cloud user, while Eq. 10 is 

used to calculate the positive trust value of the cloud user. Finally from Eq. 11, we  
calculate average trust value. Average user trust value is calculated by the positive 
trust value at tn time window and average trust value at tn − 1 time window. The 
average trust value of past behavior plays a significant role of calculating the current
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Fig. 4 Time window diagram for calculating average trust

Fig. 5 Trust value
calculation of cloud resource

average trust value of the user. In our second step, we calculate reputation and trust
value of the resourcesRk . The calculation of reputation and trust value of the resource
shown in Fig. 5.

The formula for calculation of Reputation of cloud resource is shown by Eq. 12:

RP = Q1 × RAV + Q2 × UTS + Q3 × SQ + Q4 × BD (12)

The formula for calculation of Trust value of cloud resource is shown below:

CT = RP × (δ × (UPF + UNF + RCP + RNP) + (1− δ) × (GCP + GNP)) (13)

whereQ1 + Q2 + Q3 + Q4 = 1.WhereRP andCT represents the reputation of cloud
resource and trust value of cloud resource respectively. Q1, Q2, Q3 and Q4 are the
weight parameters of the RAV, UTS, SQ, and BD respectively. δ is the weight param-
eters which is associated with opinions. UPF, UNF, RCP, and RNP are the opinions
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received by the resource Rk . GCP and GNP are the opinions given to other services
by resource Rk .

5 Implementation Work and Results

We have implemented our proposed strategy using machine learning algorithms.
Using our proposed model, we calculate trust value for both cloud user and cloud-
service-provider. We have classified users and resources into different classes based
on their trust values.

5.1 Experimental Setup

We used Jupiter notebook as codding editor and different libraries for building
machine learning models such as Sckitlearn and Tensorflow. For calculation of trust,
we have included different weight factors which represents the priority of parameters
in security requirement. The different probabilities values of weight factors for SLA
parameters and user behavior parameters is considered to calculate trust.

5.2 Result and Analysis

5.2.1 Trust Value of Different Type of Users

We have calculated average trust value of all cloud users in our dataset. Each users
trust value is calculated from present time interval with the average trust value of
past time window. The new average trust value with weight factors shown in Table
3. On the basis of the average trust value, we are classifying users into 4 categories
such as malicious, moderate, high, and very high trust.

Table 3 Weight for user
behavior parameters

Weight parameters Probability value

W1 0.2

W2 0.2

W3 0.2

W4 0.2

W5 0.1

W6 0.1
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Table 4 Weights for
Resource Behaviour
Parameters

Weight parameters Probability value

Q1 0.3

Q2 0.4

Q3 0.1

Q4 0.2

We assume user trust threshold value is below 0.6 for the malicious user, between
0.6 and 0.8 for the moderate user, between 0.8 and 0.9 for the high trust user and
above for very highly trusted users. Similarly we have shown SLAweight parameters
value shown in Table 4.

5.3 Performance Evaluation of Cloud Users Using Access
Model Based on Machine Learning

We have considered 9000 different users and based on trust value we have divided 
them into four classes. The threshold value below 0.6 is for malicious user, between 
0.6 and 0.8 for moderate trusted user, for high trusted user it lies between 0.8 and 0.9 
and above 0.9 it is for very high trusted user. We have taken 70–30 ratio of dataset 
for training and testing purpose.

5.3.1 Classification Accuracy of Machine Learning Algorithms for User

Figure 6 shows comparison between NTBAC [22] and proposed method after apply-
ing different classifiers. On applying KNN, Nearest Centroid, Gaussian NB, Decision 
Tree, Linear SVC, Logistic Regression, Ridge, and MLP classifiers we are getting 20, 
16.48, 26.51, 23.46, 29.08, 23.7, 12.48, and 27.07% higher accuracy than the NTBAC 
model. On average we are getting 22.34% higher accuracy by using our proposed 
method rather than NTBAC method. Increase in accuracy is due to increased in 
number of parameters used in proposed model.

5.3.2 Performance Parameters Comparison of Machine Learning
Algorithms

Table 5 shows comparison of Time, Mean Absolute Error, Root Mean Absolute Error, 
Precision, Recall, and F1-score between NTBAC and proposed method.
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Fig. 6 Efficiency comparison between NTBAC and proposed method

Table 5 Comparison for ML and proposed algorithm performance parameters
ML algorithms/
parameters

Time (s) MAE (%) RMAE (%) Precision Recall F1-Score

Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop

KNN 0.12 0.99 28.92 6.48 58.15 25.45 0.75 0.94 0.74 0.94 0.74 0.94

Nearest centroid 0.26 0.005 54.7 25.29 89.91 50.59 0.62 0.77 0.58 0.75 0.58 0.75

Gaussian NB 0.009 0.0089 42.85 17.81 77.48 42.38 0.71 0.85 0.66 0.82 0.65 0.83

Decision tree 0.109 0.069 34.7 7.37 65.4 27.14 0.70 0.93 0.69 0.93 0.69 0.93

Linear SVC 1.859 1.83 49.07 19.33 71.62 44.96 0.45 0.81 0.52 0.81 0.40 0.80

Logistic
regression

0.385 1.15 39.89 12.11 69.31 34.8 0.65 0.89 0.64 0.88 0.63 0.88

Ridge classifier 0.250 0.06 40.18 27.67 67.57 58.65 0.65 0.76 0.63 0.76 0.61 0.73

5.3.3 Classification Result

On the basis of trust value users are classified into four types such as malicious,
moderate, high, and very high trust as shown in Table 6.
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Table 6 Classification outcome for various ML techniques
ML algorithms/
users class

KNN NC GNB DT Linear SVCF Logistic regression

Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop

Class 0 515 663 552 745 269 595 723 679 324 687 322 680

Class 1 1169 1050 711 870 1039 941 991 1049 1932 1236 1255 948

Class 2 712 672 981 788 1046 860 674 618 95 427 791 711

Class 3 304 315 456 297 346 304 312 354 349 350 332 361

Fig. 7 Comparison of accuracy between various ensemble models

5.4 Performance Evaluation of Cloud Users Using Ensemble
Machine Learning Algorithms

5.4.1 Accuracy of Ensemble Machine Learning Algorithms
for Cloud User

Figure 7 shows accuracy comparison between ensemble machine learning model. 
Ensemble model of random forest and K-nearest neighbor perform better than that 
of other models. Highest accuracy we achieved is 92.81% using RF+KNN ensemble 
model.

5.4.2 Comparison of Performance Parameters of Ensemble Machine
Learning Algorithms for Cloud User

Table 7 shows the comparison of Time, Mean Absolute Error, Root Mean Absolute 
Error, Precision, Recall, and F1-Score between various ensemble models of Machine 
Learning.
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Table 7 Performance evaluation of ensemble models based on various parameters

ML algorithms/
performance parameters

Time (s) Precision Recall F1-Score MAE RMSE

DT+LR 0.342 0.91 0.91 0.91 0.087 0.29

DT+RF 0.23 0.92 0.92 0.92 0.078 0.27

DT+GNB 0.093 0.90 0.90 0.90 0.098 0.31

DT+RC 0.45 0.84 0.84 0.84 0.185 0.48

LR+KNN 1.15 0.92 0.92 0.92 0.082 0.28

LR+RF 1.15 0.93 0.92 0.92 0.075 0.27

LR+SVC 10.9 0.45 0.64 0.51 0.497 0.87

LR+GNB 0.99 0.87 0.86 0.86 0.14 0.37

RF+SVC 9.75 0.45 0.62 0.50 0.51 0.88

RF+KNN 0.29 0.93 0.93 0.93 0.071 0.268

RF+GNB 0.201 0.91 0.91 0.91 0.089 0.29

SVC+KNN 9.71 0.45 0.63 0.51 0.50 0.87

SVC+GNB 9.5 0.44 0.60 0.49 0.53 0.89

KNN+GNB 0.125 0.92 0.92 0.92 0.084 0.289

Fig. 8 Model with 40
neurons

5.4.3 Performance Evaluation of Cloud Users Using Keras Neural
Network

Figures 8, 9, and 10 represent the graph of loss function by applying neural network.
In Fig. 8 one hidden layerwith 40 neurons, in Fig. 9 one hidden layerwith 50 neurons,
and Fig.10 three hidden layers with 40, 50, and 70 neurons has been consider. We
are achieving efficiency 97.2, 97.38, and 98.46 respectively.
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Fig. 9 Model with 50
neurons

Fig. 10 Model with three
layers having 40, 50, and 70
neurons

5.5 Performance Evaluation of Cloud Resource Using
Machine Learning Algorithms

We have taken 3000 different Resources and based on trust value, we have divided 
them into 7 classes. Trust value below 0.5 belongs to Class 0, between 0.5 and 0.65 
belongs to Class 1, Class 2 consists of trust value between 0.65 and 0.70, Class 3 
trust value ranges between 0.70 and 0.75, Class 4 trust value between 0.75 and 0.80, 
Class 5 have trust value between 0.80 and 0.90, Class 6 trust value between 0.90 
and 0.95 and greater than 0.95 belong to Class 7. We have taken 70–30 ration of the 
dataset for training and testing purpose.

5.5.1 Accuracy of Machine Learning Algorithms for Resources

We have shown graph of accuracy for cloud resources from Fig.11. We are calculating 
accuracy of cloud resources using ensemble machine learning models. We observed 
the accuracy better than existing method. The more accurate results we obtained 
by Decision tree, Support vector machine, logistic regression and MLP classifier 
machine learning approach over TMQoS [11–13].
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Fig. 11 Efficiency comparison between traditional and proposed method using machine learning

Table 8 Comparison for proposed versus traditional methods based on various parameters
ML algorithms/
parameters

Time (s) MAE (%) RMAE (%) Precision Recall F1-Score

Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop Trad Prop

KNN 1.07 0.23 27.3 25.1 52.8 50.4 0.72 0.74 0.73 0.75 0.72 0.74

Nearest centroid 0.15 0.10 44.3 43.9 72.4 71.7 0.62 0.63 0.60 0.60 0.59 0.57

Gaussian NB 0.10 0.016 29.4 27.5 56.3 52.8 0.71 0.71 0.72 0.73 0.68 0.70

Decision tree 0.40 0.35 26.5 9.6 51.4 31.1 0.74 0.90 0.74 0.90 0.74 0.90

Linear SVC 14.11 22.7 48.1 35.7 76.2 62.3 0.45 0.48 0.53 0.56 0.44 0.47

Logistic
regression

3.6 6.7 44.6 28.8 76.8 55.7 0.53 0.75 0.62 0.73 0.55 0.70

Ridge classifier 0.03 0.98 74.3 43.3 84.5 72.9 0.42 0.51 0.52 0.61 0.40 0.53

5.5.2 Various Performance Parameter Comparison of Machine
Learning Algorithms

In Table 8, we have shown comparison between traditional and proposed model
based on parameters such as Time, MAE, RMSE, Precision, Recall, and F1-Score.
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Fig. 12 Efficiency comparison between traditional and proposed method

5.6 Performance Evaluation of Cloud Resource Using
Ensemble Machine Learning Algorithms

5.6.1 Classification Accuracy of Ensemble Machine Learning
Algorithms for Cloud Resource

In Fig. 12, we have shown comparison of efficiency between traditional and proposed
different method using machine learning algorithms. The better result we observed
and our proposed method is more efficient than existing method.

5.6.2 Various Performance Parameter of Ensemble Machine Learning
Algorithms for Cloud Resource

The comparisonofTime,MeanAbsoluteError,RootMeanAbsoluteError, Precision,
Recall, and F1-score between various ensemble models of Machine Learning as
shown in Table 9.

5.6.3 Performance Evaluation of Cloud Resource Using Keras Neural
Network

In Figs. 13, 14 and 15, we have shown the graph of loss function by applying neural
network. In the first graph, we have taken 3 layer input, output and one hidden layer
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Table 9 Performance evaluation of ensemble models based on various parameters

ML algorithms/
performance parameters

Time (s) Precision Recall F1-Score MAE (%) RMSE
(%)

DT+LR 4.32 0.84 0.85 0.84 15.23 39.22

DT+RF 0.23 0.84 0.81 0.80 19.96 47.21

DT+GNB 0.25 0.71 0.74 0.69 29.2 60.1

DT+RC 7.86 0.73 0.73 0.72 27.25 52.75

LR+KNN 6.75 0.84 0.84 0.83 16.13 40.36

LR+RF 37.64 0.75 0.74 0.73 25.50 50.77

LR+SVC 6.92 0.71 0.73 0.71 27.85 55.01

LR+GNB 31.77 0.72 0.73 0.72 27.17 52.53

RF+SVC 1.46 0.79 0.79 0.79 20.70 45.93

RF+KNN 0.54 0.83 0.81 0.80 20.15 47.40

RF+GNB 0.54 0.83 0.80 0.81 20.15 47.40

SVC+KNN 19.71 0.45 0.63 0.51 50.12 87.3

SVC+GNB 31.93 0.74 0.73 0.72 27.85 54.96

KNN+GNB 1.18 0.73 0.72 0.71 29.09 56.26

Fig. 13 Model with 40
neurons

Fig. 14 Model with 50
neurons

with 40 neurons, in second also 3 layer but 50 neurons and finally, in the third graph,
we have taken input, output and three hidden layers with 40, 50, and 70 neurons. The
efficiency of the respective layers is 98.7, 97.11, and 97.32.
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Fig. 15 Model with three
hidden layer with 40, 50, and
70 neurons respectively

6 Conclusion

Trust-based access control model is an efficient technique for security in cloud com-
puting systems. We proposed a trust-based access control model using machine
learning technique. The main purpose of our model is to give access to an autho-
rized user in the cloud and select the trusted resource for his computation. Both the
user and cloud resource are evaluated based on their trust values. We have also cat-
egorized users and cloud resources into various classes. Different application gives
access based on different level of trust. Our machine learning approach is capable
of dealing with a huge number of activity logs within very less time which makes
our model really fast. Finally, we compare our proposed model with existing model.
We observed that our proposed model perform well as compared to existing model.
In future, we can combine our model with the role-based access-control model for
cryptography-based-access-control model to achieve more secure cloud environ-
ment. We can also consider more security parameters in the cloud by using different
techniques and methods. Deep learning models such as RNN and CNN can be used
to improve accuracy further.
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Abstract Research study in cloud computing technology reveals the realization of
security importance within its versatile areas. The present security concerns related
to issues and challenges have observed a slow cloud computing adoption rate. For
enhancing cloud computing security aspects, expertise fromvarious security domains
are adopting an ontology based security framework. Lack of visibility in cloud com-
puting system creates numerous cloud security issues, which requires high-level col-
laboration among the security entities. To sustain collaborative framework security
consistency, an innovative approach is required. For this, Cloud Security Ontology
(CSO) using Protege software with OWL/XML language is proposed together with
OWL-based security ontology, which includes cloud security requirement, cloud
vulnerability, cloud threat, cloud risk, control and their relationship with their sub-
classes. CSO is proposed as a potency of cloud architecture to deal with the chal-
lenges related to security goals, favorable realization of security in cloud system,
appropriate scheduling and understanding of upcoming threats, risks, vulnerabilities
and their possible countermeasures. The proposed CSO was depicted by measur-
ing its strength and totality compared to prior ontologies. Furthermore, a proscribed
testing with end-users was performed to estimate its usability.
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1 Introduction

Computing servers are the centralized standards for data analysing, processing and 
storing data in all over the world. For more advancement, smart cities and industries 
are shifting towards Cloud and Internet of Things (IoT) with new computing tech-
nologies like fog, edge and mist computing [1, 2]. It has been forecasted that world by 
2022 will be utilizing 17.6 billions of (IoT) devices with 9 billion tele-subscriptions, 
having 90% broadband, eightfold increase of telecommunication traffic while trans-
ferring data over the network [3]. Thus, the network paradigm is shifting to cloud 
and other technologies (fog, edge and mist) for better scalability and fast computing 
power between the devices and cloud but with security issues [3, 4].

Presently Cloud technology is the succeeding phase in Internet evolution. It 
has provided a multiplicity of on-demand services along with computing assets or 
resources (e.g., services, networks, applications servers and storage) to be accessed 
over the Web through the cloud service end user with minimal service provider 
interaction [5]. The cloud enhances collaboration, tool and location independence, 
agility, application programming interface, virtualization, scalability, multi-tenancy, 
elasticity, availability, and provides prospective for cost diminution [5].

IoT and Cloud has a balancing relationship where large amount of information 
is generated by IoT and Cloud provides pathway for the information from sender 
to destination. With the IoT, a large amount of information is been generated but 
consequently, Cloud based companies have started facing challenges for big data 
management and related to security issues. New technologies like fog, edge and mist 
has emerged to overcome the data management problems evolved from Cloud and 
are complementary to each other [6]. Fog computing is a method used for framing a 
gateway for gathering and managing all computing capabilities between the sensors 
and the cloud server in one connection with separate computing power and data 
storage for multiple sensors [7].

Another application optimizing method is edge computing where a small part of 
the application is used within its own services and data from many central nodes 
termed as core to different edges of the Internet. Mist computing supports these 
device sensors and edges on various network to get sufficient computing power 
using microcontrollers and microchips embedded on the device.

However, cloud, fog, edge and mist computing all have their own advantages and 
disadvantages [8]. But focusing on cloud a dark side is faced by smart cities and indus-
tries like response time issues, unstable usages in dual offline/online paradigm, under-
estimated bandwidth capacity, data corpulence, high power consumption, security 
and privacy challenges. Security is considered as a foremost cause for cloud indus-
tries to turn into new computing technologies. The present research study focuses 
on Cloud future which is considered as a non-foggy domain.

Despite of unlimited benefits in the cloud, consumers are still disinclined to 
introduce business over cloud system because of considerable barriers to adop-
tion. The most important barriers to adoption are security, critically significant 
aspects of which have been collected from the available information of diverse
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agencies in prior studies [9]. Cloud computing adoptions are vulnerable by indis-
tinguishable security concerns that influence mutually the provider and the user of 
cloud [9].

Security refers to procedures and standards to provide information assurance. The 
logical and security physical concerns across the service models (software, platform 
and infrastructure) and delivery model (public, private or hybrid) are addressed by 
cloud system security [10]. Cloud security methodology is the holistic approach 
towards finding security countermeasures towards some service framework, at some 
cloud user stage [10].

Ontology is one aspect of that holistic approach for analyzing security coun-
termeasures [11]. The undefined security terminology and lack of knowledge and 
invisibility in levels of domains, assets, and threats of security can be overcome by 
the improvement of security ontology, used to set up the relationship among the 
entities [12]. For this, the Cloud Security Ontology (CSO) using Protégé software 
with OWL/XML language is proposed together with OWL-based security ontology 
[13].

Aside from this preface on background facts, the following paper is organized 
viz.: Sect. 2-‘Review of Literature’; Sect. 3-‘CSO Development’; Sect. 4-‘Related 
Work’ of cloud ontology; Sect. 5-‘Ontology driven CSO development’; Sect. 6-
‘Evaluation’, Sect. 8-‘Conclusion and Future Work’ are reported.

2 Review of Literature

The security is concerned as the foremost issues among the cloud stakeholders. Every 
concern brings miscellaneous effects on distinct assets while examining the issues 
related to security of Cloud [11, 12]. Even though after a vast study in various dimen-
sions of Cloud, one fails to understand the requirements of security, which results in 
low adoption rate [11, 12]. A new approach or service is required to better understand 
the security domain and end-users needs. There are special security measures used. 
One of them is ontological based approach for security which identify, analyze and 
elicit the security countermeasures among the entities [11, 12].

But explaining an ontological significance is taken as a complex task for the 
scientific society and research communities. There are prior research work done 
to study the security ontologies in special classified domains [11, 12]. The prior 
study has examined related works of security ontologies for focusing on expanding 
generalized base for the growth of cloud [11, 12]. The security ontologies that were 
focused were grouped into three major categories: generalized security ontologies, 
specific security ontologies and miscellaneous security ontologies [11, 12].

1. The generalized security ontologies aimed to cover security features, which 
had formed explicit domain terminology for dissimilar stakeholders. This cate-
gory of ontology pays attention on the security development and contribution to 

knowledge database with general logical perceptive without human intervention
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[11]. Some of the generalized security ontologies were cloud computing security
taxonomies [14], ontology-based Security [15] and ontology-based multi-agent
model based on information security system [16].

2. The specialized security ontologies focused on a range of computational models
having variables from general terminologies related to security requirements
application based security, network, risk and web services etc. These ontologies
were alienated into five sub categories with respect to special aspects of security.
Some of the specialized security ontologies were [11]:

(1) WebServices (WS) andWebOntologyLanguage (OWL)basedSecurity
Ontologies—(OWL-based ontology [17], Ontological structure for infor-
mation security domain knowledge [18], Security Attack Ontology [19],
OWL-DL Ontology [20], Modeling Enterprise Level Security Ontology
[21]);

(2) Network Security Ontologies—(Security Taxonomy of Internet Security
[22], Ontology based Model for Security Assessment [23], Ontology-based
Unified Problem Solving Method Development Language (UPML) [24],
Security Toolbox:Attacks and Countermeasures (STAC)Ontology [25],Net-
work Attack Ontology [26], Ontology-based Attack Model [23]);

(3) Security Requirements related Ontologies—(Ontologies for Security
Requirements [27], Extended Ontology for Security Requirements [28],
Modelling Reusable Security Requirements based Ontology [29], Security
based Ontology for Adaptive Mapping of Security Standards [30], Security
and Domain Ontologies for Security Requirements Analysis [31], Ontology
based Information Security Requirements Engineering [32]);

(4) Risk-based Security Ontologies—(Security Ontologies: Improving Quan-
titative Risk Analysis [33], SemanticLIFE [34], Ontology for Industrial Risk
Analysis [35]);

(5) Application based Security Ontologies—(Security Ontology to Context-
Aware Alert Analysis [36], Security Ontology for Mobile Applications [37],
Security Ontology for Mobile Agents Protection [38], NRL (Naval Research
Laboratory) Security Ontology [39], Ontology based on e-health applica-
tions [40], Ontology Based Interoperation Service (OBIS) [41]).

3. Miscellaneous Security Ontologies [11]—There are numerous ontologies
which cannot be sited in any of the aforementioned categories; thus such types
of ontologies are placed in miscellaneous category. Some of the specialized
security ontologies were: (Specification Means Ontology (SMO) [42], Infor-
mation Security Measuring Ontology (ISMO) [43], Security Asset-Vulnerability
Ontology (SAVO)-(Security Attack Ontology (SAO), Security Defence Ontology
(SDO), Security Algorithm-Standard Ontology (SASO), Security Function Ontol-
ogy(SFO)) [44], Vulnerability-Centric Modeling Ontology [45], Cyber Ontology
[46], Utility Ontologies [46], Security Toolbox: Attacks and Countermeasures
(STAC) Ontology [25], Ontological approach toward cyber security in Cloud
Computing [47], Ontology in Cloud Computing [48], Ontology-based access
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control model: cloud security policy [49], Cloud Ontology [50], Security Ontol-
ogy Driven Multi Agent System Architecture: Cloud Data Storage [51]).

The prior related research have specific and different ontologies for the providers 
to assess the security, but silently, the end-users of cloud services are facing problems 
of deficiency in security sphere due to no specification of security attributes like threat 
risk, vulnerability and countermeasure in cloud [11, 12]. For this reason, Cloud needs 
to develop a Security Ontology based on all the domain which covers all the attributes 
of security like risk, vulnerability, threat and countermeasure and which is easy for 
end user to understand [11, 12].

Cloud Security Ontologies will help in improving the security attributes as a whole 
by analyzing the concepts and creating taxonomies, of each attributes and finding 
their interrelations with appropriate countermeasures. CSO will enhance the levels 
of cloud security for detecting appropriate mitigation technique [11, 12].

3 Cloud Security Ontology Development

The operational framework of entity-relationship (E-R) model of a definite knowl-
edge domain is known as Ontology. To define security terminologies and to remove 
issues and challenges between the providers and users, one can approach for security 
ontology framework. These security ontologies have assets, threats, vulnerabilities 
and mitigation techniques as their basic four security components for standard build-
ing block of risk analysis.

Each of these basic four components majorly represents security, through indi-
vidual ontologies for classification and definition of a specific domain vocabulary 
of entity and their relationship. The National Institute of Standards and Technol-
ogy (NIST) Special Publication 800-12 has framed the security relationship model, 
which is the conceptual structure of developing security ontology.

3.1 Ontology: Definition and Role

Today the semantic Wide Web network, comprises of the Web pages, clips, audio, 
images, media objects and the objects with organizations, workforce, events and loca-
tions. A formal act of representing a collection of concepts and their inter-relationship 
within a domain is well-known as Ontology. A vocabulary is created to develop the 
domain that consists of the kind of objects needed to be used, their properties and 
relationships [52].

Ontology describes instances and objects individually, with the collections of 
concepts of class set and their attributes like characteristics, aspects, properties, 
features, restrictions and rules, parameters, relations, function terms, and axioms.
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Ontology first acquires domain knowledge through identification and collection
of expert views [52]. Then concept structures need to be defined all along among the
domain allied properties and relationships.When ontology is developed it is verified,
ensured and finally committed within its planned location [52].

To encode ontology different languages are used. For e.g.

• DARPA Agent Markup Language (DAML)
• Semantic Web Rule Language (SWRL)
• Ontology Inference Layer
• Web Ontology Language (OWL)
• Ontology Interchange Language (OWL).

Ontology editors are considered to create and manipulate the applications [53].
These editors articulate ontologies in one of many ontology languages.

Some of the editors are as follows [53].

• Protégé (free, open source ontology editor)
• Onto Edit
• Knowledge acquisition system
• DERI Ontology Management Environment (DOME)
• RDF knowledge bases
• Knoodl (Community-Oriented Development of OWL-based ontologies).

3.2 CSO Architecture: Definition and Role

Researchers have investigated the state-of-the-art security domain ontologies in prior
surveys. Several ontology prototypes and their security approach and relationships
within a domain are resultant from security standards with basic concepts such as
attacks or threats, vulnerabilities prospects [54]. CSO has gathered a large number
of related terms as shown in Fig. 1.

CSO defines relationships between the following concepts:

• Cloud Security Threats
• Cloud Assets
• Cloud Risk
• Cloud Vulnerability
• Cloud Security Requirements
• Control.

Themain subclasses areCloud Security Threats andCloud SecurityRequirements
used to state Control. The CSO depicts that the Assets belongto resources, which 
useSW and runOn Hardware and Software. Cloud Security Threats threaten Assets, 
which hasorigin Threat Origin and hassource Threat Source. Cloud Security Threats 
haveprobability of Cloud Risk and are exploitedby Cloud Vulnerability. Cloud Vul-
nerability hasseverity Severity Measures and are vulnerableon Assets. Thus Assets
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require Cloud Security Requirements implied Control. Cloud Security Threats effect
Cloud Security Requirements directly. Control is oftype Control Type correspond-
sto Standard Control having countermeansures Security Mechanisms. Cloud Risk
effects Security Mechanisms. Cloud Vulnerability is mitigatedby Control and imple-
mentedon Assets.

3.3 Security Requirements: Cloud Computing

3.3.1 Confidentiality Integrity and Availability (CIA)

A diligent effort on security requirements offered by the cloud providers is partially
justified with the facts that cloud is secure [55]. The main pillars of security aspects
are Confidentiality, Integrity, and Availability. In an organization the expertise team
works on processes such as software installation, data analysis, database creation,
transportation and access mechanism based on CIA criteria [55].

• Confidentiality: Multi layered approaches are adopted by cloud providers through
security such as encryption, role-based user access control, certificates and intru-
sion detection systems etc. Large indefinite numbers of confidentiality threats are
found in multi-tenancy and multitasking in cloud [56]. Cloud data confidentiality
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is associated with authentication of users. Thefts create problems while accessing
control mechanism while establishing the user’s individuality in the information
system. Hence, confidentiality is a key feature in data security to maintain and
manage personal data of users. Cloud providers are liable for adopting protected
method for ensuring confidentiality [56]. Cloud is associated to various legal chal-
lenges due to data storage at different locations, which leads to risk of confidential-
ity loss. Cloud providers are dealing with personal facts and figures of the clients
should ensure important confidentiality protection [56].

• Integrity: Quality and accuracy are inherent necessities of users, assets, processes
and organizations. In information technology, assets are processed and transferred
to various remote area/s. Therefore, the processed data requests to be operated
by the authorized party in an authorized manner [57]. The organization needs to
eliminate the inappropriate utilization of information and services and requires
reducing the risk of loss using integral security mechanism. Integrity provides
enhanced transparency for depth and strength of control. This in depth analysis
exposes and identifies the entity that has modified the assets and is potentially
harming the integrity [57]. Authorization is one mechanism, which ensures access
control of users and resources of the organization. The cloud environment must
provide specified entities that are authorized to interact with the assets. Cloud
providers need to make certain about data integrity and accuracy of assets in the
cloud system [57].

• Availability: Availability gets pretentious by technical issues such as not proper
functioning of computer and communication device, accidental or deliberate natu-
ral phenomena [58]. Availability is confirmed by severely maintaining and repair-
ing hardware when essential, providing a definite assess of non-redundancy and
failover, ample communication bandwidth and preventing the incidence of bot-
tlenecks [58]. The implementation of availability ensures backup power systems
emergency, updated systemupgrades and security againstmalicious practices [58].

3.4 Non-repudiation (NR)

Non-repudiation is another security requirement in the present scenario. In case 
of entities, disputes and network faults while exchanging confidential information 
among sender and receiver, secure point to point communication is required. But 
applications in existent world have multiple entities [59]. Non-repudiation ensures 
acceptance of responsibility of submitting or receiving the message. Non-repudiation 
can be established by digital signature, message transfer agents, timestamps and 
protocols used in data transfer [59]. For developing a secure cloud environment it’s 
a present necessitate for understanding the various attributes of non-repudiation that 
affects cloud and have derivative from several area/s wherever it is well-practiced 
[59]. Some are depicted in Fig. 2.
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Fig. 2 Non-repudiation attributes

4 Related Work

Prior research studies have been conducted in literature on security related ontology.
To develop ontology for security, it is valuable to realize the significance of ontol-
ogy and some prior security ontology works. Out of that there is security ontology of
CDS (CloudData Storage security) was based onOWL [60]. This was based on secu-
rity objectives, frameworks, subsystems components, assets, risks, vulnerabilities,
threats and their relations in cloud [60]. This ontology was proposed as Multi-Agent
Systems Architecture by Protégé software. It focused on the concerns related to the
challenges of security goals (confidentiality, availability, and integrity and correct-
ness assurance) for ensuring the security concerns of CDS [60]. The interior parts of
security concept were depending on the instances and subclasses, which provide the
domain vocabulary of security. This ontology was based on five main steps:

• Domain (particular environment),
• Purpose (anticipated outcome that is intended),
• Scope setting (state of the environment where a situation exists),
• Imperative expressions acquisition, classes and class hierarchy conceptualization,
• Creation of instances.

This ontology created a prototype model using the Protégé developed on the 3
main steps and was tested to determine the efficiency of security mechanism.

5 Ontology Driven (CSO) Development

The proposed CSO explains the inter-relationship among Cloud Security Threats, 
Cloud Assets, Cloud Risk, Cloud Vulnerability, Cloud Security Requirements and 
Control. It explains how the precautionary components are positioned and how they
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communicate with security architecture. These components help to maintain the secu-
rity attributes (Non-repudiation (NR) and Confidentiality, Integrity and Availability 
(CIA)).During development of ontology certain steps are performed:

5.1 Determination of the Domain and Scope of the CSO

Scope and domain are the majority vital factors in ontology creation. Ontology sets 
words used for experts sharing information in a domain. Ontology creation needs 
comprehension of ontology related queries [61, 62]. The main objectives being eval-
uate, analyze, select, and categorize security ontologies, as a scale study together 
with security requirement attributes. Ontology-design process determines basic con-
cepts such as domain to be covered in the respective ontology, the place where it 
will be used and the user maintaining the ontology [61, 62]. The ontology is used 
by service customer and cloud provider to recognize the requirements of security 
and their countermeasures. Security is a problem dealing with comprehension of 
the domain and systems operation [61, 62]. Experts’ evaluation has concluded the 
deficiency of specificity of the types of attacks and threats with the existing domain 
problem. This can be addressed by proper metaphors of classes and concepts with 
their relationships by sighting the security needs for a detailed domain [61, 62].

5.2 Consider Reusing Accessible Ontologies

As discussed in the above section, provisions from the security database information, 
security data and a distinct information security data file, discrete standard security 
library have been applied in the CSO. The efficiency of CSO lies with the fine 
points on the associations between user’s under studied ontologies and the Service 
Provider’s in cloud sub-ontologies. These linkages among the Service Provider’s are 
traversed and specific actions triggered.

5.3 Enumerate Imperative Keywords of Ontology

Useful Keywords of CSO development are the security nouns explaining it’s domain 
area, cloud security classes and subclasses.
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5.4 Define the Properties of Classes

All imperative terms and conditions from protégé principle are listed and then con-
ceptualized into an abstract or general idea and relations surrounded by concepts
to describe associated classes and their hierarchy. Building OWL CSO ontology is
iterative process.

1. WebProtégé—ontology development domain for the Internet users [63]. It makes
it simple to develop, upload, transform and contribute to ontologies for viewing
and editing. This completely supports the recent OWL 2 Web Ontology Lan-
guage [63]. The extremely configurable user interface develops the ideal envi-
ronment for beginners and experts. The most significant factors include sharing
and permissions, threaded notes and discussions and email notifications [63].
This document explains and specifies XML presentation syntax for OWL, which
is definite as a dialect comparable to OWL Abstract Syntax [63].

2. Classes, properties and individuals are designed by an editor. The editor “Protege-
OWL” is available on its web page for download [64]. Protege is a developed
using Java program, for that reason it requests installation of 1.5 version or
advance version of Java Runtime Environment to run [64].

3. Next, a reasoner is implemented to make sure whether the expected ontology
was designed and its assertions are reliable [65].

4. For better perceptive of the ontology, visualization tools are used [66].

a. OWLViz is one the visualization tool, which provides ontological class hier-
archies inweb language for envisioning and navigation, permitting evaluation
of the assert and inferred class pecking order [67]. OWLViz saves mutually
the asserted perspective and inferred views. These views are existing graphics
formats like JPG, PNG and SVG [67]. As shown in Fig. 3.

b. Another visualization plug-in and graphical tool is OntoGraf. This has
develop into a standard measurement of the Protege-OWL editor [68]. As
shown in Fig. 4.

Fig. 3 Visualization (OWLViz) of CSO
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Fig. 4 Visualization (OntoGraf) of CSO

5.5 Building the CSO

This segment will explain how to assemble a easy CSO to get comfortable with
Protege-OWL editor [54].

Define the classes and hierarchy associated with individual groups
Cloud security term is related with the high class security properties that depict the
outline of cloud issues. Formally, ontology is an interlinked conceptswithin hierarchy
of classes related with its features. Given Fig. 3 Visualization (OWLViz) of CSO and
Fig. 4 Visualization (OntoGraf) of CSO spotlights on the most important classes
associated with CSO domain and the interlinks surrounded by them.

Four main classes have been defined in this ontology. Editor’s user interface
has many multiple tabs that contains several views and customized layout. Some
predefined protégé tabs are functional in developing ontologies. The instance of two
protégé tabs are:

• Classes tab is required to develop class hierarchy [69, 70].
• Object Properties tab is required to create object properties and allocate security
domains and its ranges [69, 70].

The OWL demonstration of these classes is as follows:

A. Cloud Assets class: This class represents the interdependency of assets in cloud
as made known in figure. Assets can be stated as organization’s data, software
(S/w) and hardware (H/w) that are used in cloud system activities [71]. As shown
in Fig. 5.

B. CloudVulnerability class: This class represents the weakness as vulnerabilities
of cloud. The probability inwhich, assets cannot refuse to complywith the action
of a threat representative is identified as vulnerability [72]. As shown in Fig. 6.

Five key factors of cloud limitation: [73].

• Performance—There was a latest trouble with Twitter (“Fail Whale”) and
Steve Jobs’ awkwardness at the set of network connections outage at the
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Fig. 5 Assets class of CSO (OWLViz)

Fig. 6 Cloud vulnerability class of CSO

preface of the innovative iPhone don’t precisely express fuzzy approach con-
cerning theWeb (Internet) and network performance while dealing with cloud
services [73].

• Return-On-Investment—The purpose of short term Return-On-Investment
has been driven from the initial stages of cloud computing [73].
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• Market churn—Inevitably the introduction of dot-com in cloud market may
lead to crash [73].

• Privacy—Security and privacy both are like siblings but both are very sepa-
rate issues and challenges [73]. Advocates have recently woken up in cloud
computing business and accountability for information is a foremost one [73].

• Security—Security is still a major issue in cloud technology. There is no
sense in signing the contract if vendor’s security architecture is not known.
Necessary awareness of risks and vulnerabilities are required for both the
customer and service provider.

C. Cloud Security Requirements class: This class focuses on the security require-
ments of cloud. The most researched key factors of security requirements are:
Non-repudiation (NR) and Confidentiality, Integrity andAvailability (CIA) [74].
A cloud security need explains that should be focused in use by cloud customers
to manage and evaluate the cloud security of their environment with the goal
specific aim of modifying risks and deploying a suitable stage of support [74].
As shown in Fig. 7.

Key stages follows [74]:

• Make certain effective processes under governance.
• Audit operational.
• Business processes.
• Manage identities, people and roles.

Fig. 7 Cloud vulnerability class of CSO
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• Make certain protection of information.
• Implement privacy strategies.
• Evaluate cloud security requirements.
• Guarantee inter-networking connections in a secured cloud.
• Estimate security control within hardware infrastructure.
• Recognize the security requirements.

D. Cloud Risk class: This class focuses on the risks component of cloud where the
assets vulnerabilities are exploited by the threats, thereby causing destruction
to a company [75, 76]. Virtualization holds a huge level of threats posed by the
hardware machines with their unique characteristic of exploiting the target on
the main virtual server and the guest on the virtual server [75, 76]. As shown in
Fig. 8.

Authorization, Authentication, andAccess Control (AAA):mechanism is critical,
but a lot depends on process as well [75, 76]. For example: Authentication to develop
single-sign-on (SSO) on using shared name spaces provides a better productivity but
is more susceptible to risks [75, 76]. Availability: Risk like redundancy and fault
tolerance is experienced by the customers of the public cloud. Each service claims

Fig. 8 Cloud risk class of CSO
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for the availability and unique fault tolerance [75, 76]. Ownership: Cloud customers
experience this type of risk where multiple owners of the data and contracts are
explicitly stated at different data storages for only providers [75, 76].

E. Cloud Security Threats class: This class reflects the threat components to cloud
security [10]. As shown in Fig. 9.

Subclass of cloud threats represents the identified and classified threat categories
[10]. In the previous paper, we provided an indication of the major security threats
under various categories, which may serve as a primary step towards a development
of CSO ontology in the relevant area/s of threats [10]. As shown in Fig. 10.

To make navigation interactive between the OWL ontology, OntoGraf visualiza-
tion tool is used that contains various layouts automatically organizing the config-
uration of ontology. Different interrelationships are maintained by subclass, object,
domain/range object properties, and equivalence. Node types and relationships are
classified to assist to create the view as desired.

F. Control class: A countermeasure is a method that is functional to prevent and
reduce potential threats to operating systems, servers, networks, and information
systems [77]. Furthermost divided into following subclasses as shown in Fig. 11.

• Standard_Control—Various state security’s standards numerous information
security standard supports good practices and well defined frame works in
proper analyzed structure for managing system design of information security
controls.

• Control_Type—An organizational concept used to illustrate the category of
control and the nature of the tools and techniques associated with its imple-
mentation. Control types include technical, policy, and procedural.

• Security_Mechanisms—This is a procedural method used to form a tool for
enforcing security strategies and polices. Cloud Security provides services for
implementation of these policies through security mechanisms.

6. Object properties are the hierarchical displaywhich exactly shows the controlling
units as same as in class hierarchy views. Figure shows Object properties. As
shown in Fig. 12.

5.6 OWL-DL

OWL-DL presents the superclass-subclass relationships which can be processed by 
designing and developing in a reasoner. The DL Query tab provides influential and 
user-friendly feature for penetrating a categorized ontology. The query language 
assisted by the plugin is deployed on the Manchester OWL syntax, an accessible 
language rules for OWL DL that is established on accumulating all data asset with 
reference to a rigorous property and class into a solitary assemble, called a frame. 
As shown in Fig. 13.
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Fig. 9 Cloud threats class of CSO
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Fig. 10 Cloud threats class of CSO using OntoGraf

Fig. 11 Cloud control class of CSO
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Fig. 12 Object property hierarchy of CSO

Fig. 13 OWL-DL query of CSO
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VERIFICATION - 
CSO integrates 
the knowledge 

of all other prior 
ontologies

VALIDATION -
Ability to 

provide reliable 
answer to the 

queries

Demonstra on- 
Demonstrate 

the use of CSO 
by the specified 

users

Fig. 14 Criterion to estimate the CSO

6 Evaluation

The aim is to develop the CSO having high level concept and inter-relationships for 
increasing the reusability of countermeasures and security requirements.CSO has 
been evaluated on the following criteria as shown in Fig. 14.

6.1 Verification

The first criteria verifies that the CSO is more complete in knowledge of elements and 
their relationships than the prior literature covered in related work. To accomplish 
this task, the previous research focused on “Revisiting Security Ontologies”, which 
is a significant revision of security ontologies. The learning of these accessible secu-
rity ontologies has tried to examine ‘how every attribute of assets, threats, security 
objectives, vulnerabilities and countermeasures are enclosed within the aspects of 
ontology’ [11].

In addition, the study has confirmed whether the projected security ontologies can 
be used for defining the CSO through the decisive results [11]. Later on, comparative 
study of Cloud Security Ontologies through the research has presented a concise 
discussion on few major ontologies [12]. A relative study was also able to use many 
attributes that were notorious based on the well-known practices with comparable 
studies in security area [12]. Applying all the weaknesses and strengths of each 
prior research study covered in the literature, results to demonstrate that the CSO 
is a complete set of concepts and its relationship with respect to all other security 
ontologies.
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6.2 Validation

The CSO undergoes the validation process using a set of questions and resulting to
reliable answers using its terminology for specific domain manually using instanti-
ating the concept of the core ontology.

For which the DL query language is used based on class-object expressions sup-
ported by Manchester OWL syntax and built-in reasoner or classifier (HermiT), to
execute the active ontology. The section list a set of questions that a security expert
is going to handle during the requirement phase of the CSO. Each question deal
with the DL Queries, which are more powerful feature for searching the categories
according to shared characteristics in ontology.

For instance the set of questions as follows:

a. Asset Identification analysis

• Classify the Assets?

Example of a DL query to find the super classes, Ancestor classes, Equivalent
class, SubClasses. As shown in Fig. 15.

b. Cloud security Threat analysis

• What subclass threat belongs to which super class of Threat? As shown in Fig. 16.

c. What are the key factors of security requirements in Cloud Computing? As
shown in Fig. 17.

Fig. 15 Classify the assets
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Fig. 16 Cloud security threat analysis

Fig. 17 Key factors of security requirements

This section has demonstrated how the CSO could increase the awareness of the
client in regards to the cloud security requirements in each domain (threat, risk,
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countermeasures). The practice of gathering the requirements of a system for users
and customers will bring the valuable knowledge and ideas to the SRE (Security
Requirement Engineering).

6.3 Demonstration

To demonstrate the usefulness of the CSO, a set of tests and experiments were applied
on users. The design and analysis method was used to proceed with the procedure
of the test. A group of respondents from academics, research organizations and
industries were contacted through calls and emails (LinkedIn, Research Institute,
Associations, Industrialists, Laboratories etc.) on the basis of their profile and job
position. The test presented CSO Architecture with its concept and inter-relations.
The architecture was demonstrated using protégé software. A meeting was held to
deal with CSO manipulation, skillfully or efficiently by the respondents. Test ended
with the respondents by filling a questions set. The results were summed up on the
basis of questions set in graphical tabular form. As shown in Fig. 18.

The degree of agreement was set under a scale (1–5) on the basis of question-
naire. (5-Completely Agree, 4-Agree, 3-Neither agree nor disagree, 2-Disagree,
1-Completely disagree).

The respondents were asked to evaluate the CSO under the scale 1–5 through
these 6 questions in the area of Key Factors:

I. Key Factor 1: Determine concept and inter-relationship

(a) How strong is the concept and inter-relationship of the CSO?
(b) Does the CSO increase the awareness in the area of security domain?

II. Key Factor 2: New Components Discovery

(c) Does the CSO helpful in discovering new components?

0 
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40
50
60
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Fig. 18 Demonstration
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(d) Does the CSO used for a specific domain area?

III. Key Factor 3: Demonstrate Architecture (Conceptual Structure)

(a) Do you find the architecture of the CSO easy to use and understand?
(b) Does the CSO helps in creating a model for an organization?

7 Evaluated Result

After going through the feedback from different experts, it was observed that majority 
of respondents admired the interactive environment of CSO. Most of the respondents 
had found that the CSO entails the main key concepts after undergoing and determin-
ing the concept and inter-relationship of CSO with the new components discovery 
feedback resulted that CSO has helped in discovering new innovative elements for the 
experts working in security domain area, in view of the fact that it is difficult to bear 
in brainpower hundreds of risks, threats, vulnerabilities, and security requirements 
specifications with their countermeasures.

Among the optimistic qualitative feedback outputs of the questionnaire that were 
provided by respondents had mentioned: “The CSO justifies the relationship between 
cloud security risks, threats, vulnerabilities”. One respondent mentioned that: “The 
researchers working in ontological domain area will be definitely benefited by this 
ontology and more measures will be undertaken to increase the robustness of cloud 
security”. That was a motivating tip that can be improved in the upcoming by pro-
viding new method to modernize automatically the experts of the security ontology.

The next sequence of questions were mainly dedicated to the subsequent levels 
of the research development and their answers represent an imperative contribution 
for future work. It was presented to respondents who did not know it before. One 
respondent mentioned that “This ontology has laid emphasis on Non-Repudiation 
which is also a very important factor in cloud Security Requirement besides CIA”. A 
common answer was: “Yes this ontology is domain specific but should be adaptable 
to the emerging new cloud security threats.” The conversation with respondents that 
followed the prior questionnaire shows that, although the CSO has the main concepts, 
and inter-relations, this is still not sufficient for consumers to construct cloud security 
framework with it. More strategies are required, not for the security ontology itself 
but also for the procedure of using it for threats necessities.

One participant mentioned, “Furthermore key concepts are required for the appli-
cations to diverse specific domains”. “This ontology can be used as a base for devel-
oping a framework for implementing cloud security issues with the help of use cases”. 
The ontology can be used in diverse application with a number of additional asso-
ciations with domain experts, consulting documents and records. On the present 
research study, new methods are in process to formulate the procedure in routine by 
means of the core CSO with diverse spheres ontologies.
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8 Conclusion and Future Work

This comprehensive study for sustaining collaborative framework security consis-
tency is based on the aspects of CSO using Protégé software with OWL/XML lan-
guage is proposed together with OWL-based security ontology, which includes cloud 
security requirements, cloud security threats, cloud vulnerability, cloud risk, con-
trol and their relationship. Various Security requirements such as Confidentiality, 
Integrity, Availability (CIA) and Non-repudiation (NR) for finding future counter-
measures have also been highlighted. CSO is purposely proposed to present essential 
security ethics for guidance to vendors and assistance to customers in analyzing the 
entire security threats of a provider. For a holistic tackling of security aspects in the 
cloud architecture, CSO is imperative.

In spite of collaborative frameworks, there is an imperative necessitate to put effort 
additionally in the security area/s to approach with the new ideas associated to the 
innovative counter measures. Thus, the future work aims to the center of attention on 
the classified recurring threats and finding their possible security requirements with 
their countermeasures, which will be inculcated in the CSO for further research to 
standardize security prospects, cloud nomenclature and terms, with security measures 
implemented. Future of Cloud will never be foggy environment, but still now more 
organizations are approaching to Internet of Things [78, 79]. Except security issues of 
individual threats, adoption of additional capabilities has imparted more limitations 
and drawbacks into cloud. Present cloud architecture does not fit the requirements 
of projects due to the issues of centralized nature. The network central nodes have 
only the right to store and process data.

The future study can be on developing new architectures for distributing com-
puting power consistently around the network using techniques like fog computing, 
mist computing and edge computing. These computing technologies are extensive 
adaptation of cloud computing [80]. But like cloud, the fog, mist and edge computing 
are also more popular for their numerous issues related to risks and vulnerabilities 
[81]. The issues and challenges need to be resolved at the initial stage in order to 
provide secure platform for the users. The countermeasures for environment and net-
work issues are still not appropriate for these new computing technologies as these 
are still in the evolving phase to provide security like cloud. The improvements in 
cloud computing will help us to implement the IoT using these all new technologies 
(fog computing, mist computing and edge computing) [82]. The present smart cities 
and industries needs fast methods for organizing and managing their heterogeneous 
resources. Future work can be on developing different types of security ontologies 
for these methods used in different computing technologies (Cloud Computing, fog 
computing, mist computing and edge computing) [82].
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30. Ramanauskaite, S., Olifer, D., Goranin, N., Čenys, A.: Security ontology for adaptive mapping
of security standards. Int. J. Comput. Commun. Control (IJCCC), 8(6) (2013)

31. Souag, A., Salinesi, C., Wattiau, I., Mouratidis, H.: Using security and domain ontologies for
security requirements analysis. In: 2013 IEEE 37th Annual Computer Software and Applica-
tions Conference Workshops (COMPSACW), 22–26 July 2013, pp. 101–107

32. Chikh, A., Abulaish, M., Nabi, S.I., Alghathbar, K.: An ontology based information secu-
rity requirements engineering framework. http://www.abulaish.com/uploads/STA11B.pdf.
Accessed 16 Feb 2014

33. Ekelhart, A., Fenz, S., Neubauer, T.: Security ontologies: improving quantitative risk analysis.
In: 40th Annual Hawaii International Conference on System Sciences HICSS, pp. 156a (2007)

34. Ahmed, M., Anjomshoaa, A., Nguyen, T.M., Min Tjoa, A.: Towards an ontology based orga-
nizational risk assessment in collaborative environments using the Semanticlife. http://publik.
tuwien.ac.at/files/pub-inf_4730.pdf. Accessed 17 Feb 2014

35. Assali, A.A., Lenne, D., Debray, B.: Ontology development for industrial risk analysis. In:
IEEE International Conference on Information & Communication Technologies: from Theory
to Applications (ICTTA 2008), Damascus, Syria, Apr 2008

36. Xu, H., Xiao, D., Wu, Z.: Application of security ontology to context-aware alert analysis.
In: Eighth IEEE/ACIS International Conference on Computer and Information Science ICIS
2009, 1–3 June 2009, pp. 171–176

37. Beji, S., El Kadhi, N.: Security ontology proposal for mobile applications. In: Tenth Interna-
tional Conference onMobile DataManagement: SystemsMDM ‘09, Services andMiddleware,
18–20 May 2009, pp. 580–587

38. Hacini, S., Lekhchine, R.: Security ontology for mobile agents protection. Int. J. Comput.
Theor. Eng. 4(3) (2012)

39. Kim, A., Luo, J., Kang, M.: Security ontology for annotating resources. Research Lab, NRL
Memorandum Report

40. Dritsas, S., Gymnopoulos, L., Karyda, M., Balopoulos, T., Kokolakis, S., Lambrinoudakis, C.,
Katsikas, S.: A knowledge-based approach to security requirements for e-health applications.
http://www.ejeta.org/specialOct06-issue/ejeta-special06oct-4.pdf. Accessed 18 Feb 2014

41. Ciuciu, I., Clearhout, B., Schilders, L., Meersman, R. Ontology-based matching of security
attributes for personal data access in ehealth. In: OTM 2011, Part II, LNCS 7045, pp. 605–616.
Springer, Berlin Heidelberg (2011)

42. Bialas, A.: Ontology-based security problem definition and solution for the common criteria
compliant development process. In: 2009 Fourth International Conference on Dependability
of Computer Systems IEEE Computer Society

http://eprints.ru.ac.za/4170/1/Classifying%20Network.pdf
http://securitylab.disi.unitn.it/lib/exe/fetch.php?media=wisse-cameraready-paper7.pdf
http://ws.acs.org.au/jrpit/JRPITVolumes/JRPIT41/JRPIT41.2.119.pdf
http://www.abulaish.com/uploads/STA11B.pdf
http://publik.tuwien.ac.at/files/pub-inf_4730.pdf
http://www.ejeta.org/specialOct06-issue/ejeta-special06oct-4.pdf


108 V. Singh and S. K. Pandey

43. Evesti, A., Savola, R., Ovaska, E., Kuusijärvi, J.: The design, instantiation, and usage of infor-
mation security measuring ontology (2011)

44. Vorobiev,A.,Han, J., Bekmamedova,N.:An ontology framework formanaging security attacks
anddefences in component based software systems. In: 19thAustralianConference onSoftware
Engineering IEEE Computer Society (2008)

45. Elahi, G., Yu, E., Zannone, N.: Amodeling ontology for integrating vulnerabilities into security
requirements conceptual foundations? In: Proceedings of 28th International Conference on
Conceptual Modeling, vol. 5829, 9–12 Nov 2009. Springer, Berlin Heidelberg, pp. 99–114

46. Obrsta, L., Chaseb, P., Markeloffa, R.: An ontology of the cyber security domain. http://ceurws.
org/Vol966/STIDS2012_T06_ObrstEtAl_CyberOntology.pdf. Accessed 19 Feb 2014

47. Takahashi, T., Kadobayashi, Y., Fujiwara, H.: Ontological approach toward cyber security in
Cloud Computing. In: Proceedings of the 3rd International Conference on Security of Infor-
mation and Networks, 07 Sept 2010, pp. 100–109

48. Subramani, K., Rajagopal, P.D.P., Sundaramoorthi, S.: Ontology in Cloud Comput-
ing. http://cloudontology.wikispaces.asu.edu/Use+of+Ontology+in+Cloud+Computing#
UseOfOntologyInCloudComputing-DesignofSecuritySystem. Accessed 19 Feb 2014

49. Choi, C., Choi, J., Kim, P.: Ontology based access control model for security policy reasoning
in cloud computing. J. Supercomput. 67(3), 711–722

50. Kamalakannan, E., Prabhakaran, B., Arvind, K.S.: A study on security and ontology in cloud
computing. Int. J. Adv. Res. Comput. Commun. Eng. 2(10) (2013)

51. Talib, A.M., Atan, R., Abdullah, R., Murad, M.A.M.: Security ontology driven multi agent sys-
tem architecture for cloud data storage security ontology development. IJCSNS Int. J. Comput.
Sci. Netw. Secur. 12(5) (2012)

52. Bermejo, J.: A Simplified Guide to Create an Ontology, AS Lab R-2007–004 v 0.1 Draft, 22
May 2007

53. OWL Web Ontology Language, W3C Recommendation, 10 Feb 2004
54. Fenz, S. Security Ontology. http://stefan.fenz.at/research/securityontology/
55. Goel, A., Goel, S.: Security issues in cloud computing. Int. J. Appl. Innov. Eng. Manage. 1(4)

(2012)
56. Kauba, C., Mayer, S.: Data confidentiality and privacy in cloud computing, 14 July 2013
57. Al-Saiyd,N.A., Sail. N.Data integrity in cloud computing security. J. Theor. Appl. Inf. Technol.

58(3) (2013)
58. Ahuja, S.P., Mani, S.: Availability of services in the era of cloud computing. Netw. Commun.

Technol. 1(1) (2012)
59. Feng, J., Chen, Y., Ku, W.S., Liu, P.: Analysis of integrity vulnerabilities and a non repudia-

tion protocol for cloud data storage platforms. In: 39th International Conference on Parallel
Processing Workshops (ICPPW). IEEE, 13–19 Sept 2010

60. Talib, A.M., Atan, R., Abdullah, R., Murad, M.A.A.: Security ontology driven multi agent sys-
tem architecture for cloud data storage security: ontology development. IJCSNS 12(5) (2012)

61. Boyce, S., Pahl, C.: Developing domain ontologies for course content. Edu. Technol. Soc.
10(3), 275–288 (2007)

62. Noy, N.F., McGuinness, D.L.: Ontology Development 101: A Guide to Creating Your First
Ontolog. Stanford University, Stanford, CA, 94305

63. Tudorache, T., Vendetti, J., Noy, N.F.: Web-Protege: A Lightweight OWL Ontology Editor for
´the Web. Stanford Center for Biomedical Informatics Research, Stanford University, CA, US

64. Saadati, S., Denker, G.: An OWL-S Editor Tutorial Version 1.1, SRI International Menlo Park,
CA 94025. http://owlseditor.semwebcentral.org/documents/tutorial.pdf

65. Using DL reasoners in Protege-OWL, Protégé. http://protegewiki.stanford.edu/wiki/Using_
Reasoners

66. Sivakumar, R., Arivoli, P.V.: Ontology visualization protégé tools –a review. Int. J. Adv. Inf.
Technol. (IJAIT) 1(4) (2011)

67. Horridge, M.: OWLViz. http://protegewiki.stanford.edu/wiki/OWLViz
68. Falconer, S.: OntoGraf. http://protegewiki.stanford.edu/wiki/OntoGraf

http://ceurws.org/Vol966/STIDS2012_T06_ObrstEtAl_CyberOntology.pdf
http://cloudontology.wikispaces.asu.edu/Use+of+Ontology+in+Cloud+Computing#UseOfOntologyInCloudComputing-DesignofSecuritySystem
http://stefan.fenz.at/research/securityontology/
http://owlseditor.semwebcentral.org/documents/tutorial.pdf
http://protegewiki.stanford.edu/wiki/Using_Reasoners
http://protegewiki.stanford.edu/wiki/OWLViz
http://protegewiki.stanford.edu/wiki/OntoGraf


Cloud Security Ontology (CSO) 109

69. Basic Editing with Protégé, Open Semantic Framework. http://wiki.opensemanticframework.
org/index.php/Basic_Editing_with_Prot%C3%A9g%C3%A9

70. Introduction to Ontologies with Protégé, Trac Powered. https://wiki.csc.calpoly.edu/
OntologyTutorial/wiki/IntroductionToOntologiesWithProtege

71. Risner, J.: CMRP AssetPoint, Cloud Computing for Maintenance and Asset Management
72. Marinescu, D.C.: Cloud computing: cloud vulnerabilities. TechNet Mag. http://technet.

microsoft.com/en-us/magazine/dn271884.aspx (2013)
73. Soat, J.: The cloud’s five biggest weaknesses, information week. http://www.informationweek.

com/cloud/the-clouds-five-biggest-weaknesses/d/d-id/1089865? (2010)
74. Revalla,M., Gupta, A., Bhase, V.: Proceeding of the International Conference on cloud Security

management, Center for Information Assurance and Cybersecurity University of Washington,
Seattle, USA, pp. 111, 17–18 Oct 2013

75. A Coalfire Perspective Top 10 Risks in the Cloud by BalajiPalanisamy, VCP, QSA,
CoalfireMarch. http://www.coalfire.com/medialib/assets/PDFs/Perspectives/Coalfire-Top-10-
Risks-in-the-Cloud.pdf (2012)

76. Grimes, R.A.: The 5 cloud risks you have to stop ignoring, Infoworld. http://www.infoworld.
com/article/2614369/security/the-5-cloud-risks-you-have-to-stop-ignoring.html, 19 Mar 2013

77. Kaur, N., Kama, K.P.: Attacks and their countermeasures in cloud computing. Discovery 15(9)
(2014)

78. Moy Chatterjee, J.: Fog computing: beginning of a new era in cloud computing. Int. Res. J.
Eng. Technol. (IRJET), 4(05), p. 735 (2017)

79. Preden, J.S., Tammemäe, K., Jantsch, A., Leier, M., Riid, A., Calis, E., Wien, T.: The benefits
of self-awareness and attention in fog and mist computing. http://www.cs.rug.nl/~roe/courses/
isc/FogMistComputing.pdf

80. Iorga, M., Feldman, L., Barton, R., Martin, M.J., Goren, N., Mahmoudi, C.: Fog Computing
Conceptual Model, NIST. https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.500-
325.pdf, 14 Mar 2018

81. Aazam, M., Khaled, S.Z., Harras, A.: Offloading in fog computing for IoT: review, enabling
technologies, and research opportunities. Future Gener. Comput. Syst. 87, 278–289 (2018)

82. Dhiman, E.P.: Fog computing-shifting from cloud to fog. Int. J. Eng. Sci. Comput. http://
ijesc.org/upload/4993917066f6f913eac87adaa8e9dc3c.FOG%20COMPUTING-Shifting%
20from%20Cloud%20to%20Fog.pdf, Mar 2017

http://wiki.opensemanticframework.org/index.php/Basic_Editing_with_Prot%25C3%25A9g%25C3%25A9
https://wiki.csc.calpoly.edu/OntologyTutorial/wiki/IntroductionToOntologiesWithProtege
http://technet.microsoft.com/en-us/magazine/dn271884.aspx
http://www.informationweek.com/cloud/the-clouds-five-biggest-weaknesses/d/d-id/1089865?
http://www.coalfire.com/medialib/assets/PDFs/Perspectives/Coalfire-Top-10-Risks-in-the-Cloud.pdf
http://www.infoworld.com/article/2614369/security/the-5-cloud-risks-you-have-to-stop-ignoring.html
http://www.cs.rug.nl/~roe/courses/isc/FogMistComputing.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.500-325.pdf
http://ijesc.org/upload/4993917066f6f913eac87adaa8e9dc3c.FOG%20COMPUTING-Shifting%20from%20Cloud%20to%20Fog.pdf


Cloud Based Supply Chain
Networks—Principles and Practices

Anil B. Gowda and K. N. Subramanya

Abstract Cloud computing services are growing and developing at a rapid pace.
The growth of cloud services is taking place in various forms that are suitable for
various applications. Cloud computing as a computing service caters to the needs
of various applications by providing a distributed environment for computing ser-
vices. The services are useful in managing various engineering and management
processes in the supply chain network (SCN). A supply chain network is encapsu-
lated with challenges related to capital costs, operational costs, timely availability
of information, management information system and overhead costs. Cloud com-
puting services offer services that helps in minimizing the problems related to the
challenges faced and thereby increases the productivity of the supply chain network.
The supply chain firms can benefit from cloud services by way of reduced capital
expenditure and reduced operational costs. Supply chain firms can be decentralized
units which can utilize fog computing in which data and applications are distributed
logically between data points and cloud. Also, emerging concepts of mist computing
can be helpful wherein the system architecture pushes the processes nearer to the
data source in a supply chain network. The expenditure mainly is because of the
operational cost which can be minimized by suitable deployment of cloud comput-
ing service. The cloud services are available today as metered services thereby the
operational cost can be reduced by regulating the usage. Cloud computing services
from Microsoft, Google, and Amazon are already available at reasonable rates and
many services providers are entering the market to pose more competition which is
healthy for users from reduced pricing. It can be expected that with the developments
in cloud services, the service charges will decrease which will be a great advantage
to the supply chain network firms and other related firms. A supply chain network
enabled with cloud computing services is referred to as the Cloud Supply Chain
Network (CSCN). In this paper, the benefits and opportunities of cloud supply chain
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network along with the challenges faced by the firms are discussed. Firms while
planning to adopt cloud services to enhance their supply chain network processes
look for budgeting planswhich can be determined using functions as discussed in this
paper. The perspectives, principles and practices in cloud supply chain network are
detailed. It also describes how one can consider the parameters of the characteristics
of cloud computing in supply chain network for the purpose of modeling and ana-
lyzing the information flow. A framework of the design factors of cloud supply chain
is explained which will enable the decision maker to derive the necessary results by
suitably incorporating the factors in the analysis of cloud supply chain network.

Keywords Cloud supply chain networks · Cloud characteristics
Fog and mist computing · Cloud benefits

1 Introduction

The Information Technology has evolved rapidly over the last few decades. Appli-
cations for various purposes also have been emerging and growing time to time. The
application evolution over decades lead to the development of applications today
which are available on cloud. The applications are fast emerging on cloud platform.
The cloud market is growing at a fast pace worldwide. The cloud services market
in India is anticipated to grow at a rapid rate. The U.S. National Institute of Stan-
dards and Technology (NIST) has a set of working definitions that separate cloud
computing into service models and deployment models [18]. The NIST model orig-
inally did not require a cloud to use virtualization to pool resources, nor did it abso-
lutely require that a cloud support multi-tenancy in the earliest definitions of cloud
computing. Multi-tenancy is the sharing of resources among two or more clients.
The cloud computing networks use virtualization and supports multi-tenancy. The
NIST has laid down various definitions related to cloud computing, cloud platforms,
cloud services and various other related recommendations that can be considered
for designing a cloud-based service. NIST defines Cloud Computing as a model
for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources that can be rapidly provisioned and released with
minimal management effort or service provider interaction.

1.1 Cloud Computing and Supply Chain
Network—A Perspective

Cloud computing refers to various computing facilities to suit applications and ser-
vices that operate on a distributed network by using resources that are located in
remote places but available to the user as virtual resources. The virtual resources are
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accessed by common Internet protocols and networking standards. Virtual resources
are enormous in size. Details of the physical system to be ported on the cloud are
specified and abstracted by the user. Not all applications are benefited by cloud.
Applications with issues related to cost, latency, transaction control, security and
licenses can benefit from cloud. Cloud computing takes the technology, services and
application that are similar to those on the internet and turns them into a self-service
utility. Cloud refers to the concept of Abstraction and Virtualization.1 Abstraction
means deriving the application details of system implementation from users and
developers for the purpose of running the application physical systems not known to
the user or developer. Virtualization means providing virtual platform of resources
for computing services and sharing resources. Systems and storage can be provi-
sioned as needed from a centralized infrastructure. Cloud computing is available as
deployment model and service model. Deployment models refers to the location and
management of the cloud infrastructure. Services models consists of the particular
types of services that can be accessed on a cloud computing platform.

A Supply Chain Network (SCN) is a network that consists of all partners involved,
directly or indirectly, in fulfilling a customer request. The supply chain includes
the manufacturers, the suppliers, transporters, warehouses, retailers, and customers.
Within each organization, the supply chain includes functions that are involved in
receiving and fulfilling a customer request. The customer request could be taken
as one of the basis to decide on new product development, marketing, distribution,
finance and customer service. Information technology applications and systems are
essential to run various types of businesses and enterprises [7]. IT applications help in
governing and optimizing operations in the retail,manufacturing and other industries.
Optimizing Return-on-Investment (ROI) in the IT area is essential for a business
performance. In a supply chain management there are various stages. Each stage is a
set of supply chain process. All processes in the chain connected with various supply
chain partners is a network referred to as supply chain network (SCN). Broadly a
SCN involves stages that include the following:

• Customers
• Retailers
• Wholesalers
• Manufacturers
• Suppliers

Information flow takes plays in two directions. Flow from customers to suppliers and
from suppliers to customers passing through various stages in the SCN. Understand-
ing the information flow through various processes in a supply chain can be cyclic
or sequential. The knowledge of cyclic or sequential flow is essential in order to ana-
lyze the flow in the supply chain network. The flow of information upstream can lead
to flow of product or service downstream and these flows can be analyzed through
various process mechanism. In a cyclic process, the supply chain is considered to
be divided into number of cycles that exists between stages of supply chain. Various

1Cloud Computing Bible—Barrie Sosinsky, Wiley India Pvt. Ltd., reprint 2012.
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cyclic processes that can be considered are the customer order, manufacturing, and
procurement. In a sequential process, the push and pull exerted on the supply chain
at every stage is considered to analyze the flow upstream and downstream.

A pull process is triggered by a customer order whereas a push process is triggered
in anticipation of a customer orders. The push process is a reactive process and the
push is a speculative process. Pull process is based on known customer demand.
Throughout the processes, the goal of the buyer is to ensure product availability and
to achieve economies of scale in ordering. The processes can be divided into three
main categories of management. The first category is the management of customer
relationship processes, the second category is the management of firm processes and
the third category is the management of supplier relationship processes. Some of the
processes that are observed in the three categories that are related to the information
flow are the information pertaining to the details of the product, information about
funds required to generate, receive and fulfill a customer request, information about
generated customer demand, facilitating orders, placement and tracking of orders etc.
The information gathered on planning of internal production and storage capacity,
preparation of supply and demand plans, and fulfillment of actual orders is critical
in supply chain network decision.

1.2 Cloud Based Supply Chain Network
(CSCN) and Its Benefits

A proper integration of technology like a cloud computing service after careful eval-
uation of the services and investments in the technology in a planned manner can 
help supply chain firms to become highly competitive. There is a need to assess 
various cloud computing services that are suitable for adoption in supply chain net-
works and determine their contributions in a collaborative manner. Though many 
direct and indirect benefits can be realized from cloud computing services for supply 
chain networks, not all the services are necessary. Every process in the supply chain 
may or may not require all the services and hence the key cloud services have to 
be identified. Some of the benefits offered by cloud computing services for supply 
chain networks are indicated in Table 1.

A supply in a supply chain network refers to supply moving from suppliers to 
manufacturers to distributors to retailers to customers along a chain. It is essential 
to visualize the flow of information pertaining to the information flow of various 
critical points like the forecasted demand of items, product features expected from 
the company, size of order to be fulfilled by the different nodes of the supply chain of 
the company, information on the financial aspects, flow of funds, information about 
the stocks at different levels of the supply chain network, product status in terms 
of production stage, completed production, packaging details, rejected items, items 
in transport, items in queue, items delivered, logistics information and many more. 
Also, it is critical to interlink the suppliers to the manufacturers, manufacturers to
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Table 1 Benefits of using cloud computing services in SCN

# Factor Description

1 Metered
services

The use of cloud system resources can be metered, verified, audited
and reported to the customer which enables a supply chain network
process to be very cost effective

2 Pooling and
sharing of
resources

A cloud service provider creates resources that are pooled together
supporting supply chain network partners enabling them for
multi-tenant usage and share resources

3 Upgrading
systems

Cloud computing service system is centralized and can be easily
upgraded offering better facilities to their supply chain network
partners

4 Third party
services

A cloud computing deployment lets one supply chain firm to
manage their requirements by letting the services to another
competent part to accomplish their task

5 Scalability Resources can be increased or decreased easily with cloud services
that helps supply chain networks to manage resource efficiently

6 Quality of
service

The Quality of Service for supply chain network can be assured by
the vendor or a partner rendering the service

7 Convenient
utilization

Depending upon the supply chain network service offered, firms
can minimize hardware or software licensing costs

8 Service on
demand

A supply chain network partner can avail computer resources from
cloud service provider without interacting with cloud service
provider agent.

9 High speed
broadband N/W

Access to resources in the cloud is available over the network
catering to the supply chain network process loads that demand
high speed broad band services

10 Reduced costs cloud networks operate at higher efficiencies and with greater
utilization of resources in the form of sharing and collaboration and
hence significant cost reductions are often encountered which is
beneficial to supply chain network

the wholesalers, wholesalers to the retailers and retailers to the consumers along 
both directions in the supply chain. Supply chains are actually networks and hence 
are also referred to as Supply Network or Supply Web. Integration of the Cloud 
technologies to handle the information flow and managing volumes of data that 
moves upstream and downstream in the supply chain is very essential. Integrating 
cloud computing services with Supply Chain Networks for deriving an efficient 
supply chain network is referred to as the Cloud Supply Chain Networks (CSCN). A 
supply chain network firm always looks for significant benefits by way of integrating 
Information Technology so that they can stay competitive in business. There is always 
a pressure from the competitors for pricing various products and services.

Like a Supply Chain, a typical Cloud Supply Chain Network (CSCN) may involve 
cloud interventions at different stages that include the Customers, Retailers, Whole-
salers, Manufacturers and Suppliers and additionally the cloud service provider. 
The cloud service provider can be considered as one of the suppliers in the CSCN.
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Whenever an item is supplied, it is based on the customer demand which causes 
the demand information flow upstream through various stages. The flow of items 
takes place starting from the supplier going through various stages and finally the 
customer along with relevant information. The entire flow is governed by the actual 
demand or is generated through a forecast which is also based on actual orders from 
the customers from the past orders. The demand information is then communicated 
upstream from customer level to supplier level.

1.3 Principles and Practices in CSCN

The Information Technology growth has led to development of various principles 
which over years have been evolving to cater to the needs of supply chain network. 
The requirements of managing the supply chain network processes to be enabled 
with cloud computing services necessitates that certain methodologies be adopted 
in building the cloud supply chain network. Factors that govern the performance of 
supply chain network need to be understood in order to incorporate the cloud service. 
A system of CSCN can be analyzed keeping certain performance drivers and metrics 
in mind. A framework that encapsulates the required drivers and metrics can be built 
to study the impact of one characteristic over other characteristics. Based on the 
platform of supply chain application, appropriate cloud service characteristics are 
factored and detailed study on the influence of each characteristic helps in arriving 
at decision for the integration of cloud computing service in supply chain network.

Cloud Computing refers to applications and services that run on a distributed 
network using virtualized resources and accessed by common Internet protocols and 
networking standards. It is distinguished by the notation that resources are virtual 
and limitless and that details of the physical systems on which software runs are 
abstracted from the user. Two different classes of cloud computing services are 
those that are based on deployment models and those based on the service models. 
Deployment models tells where the cloud is located and for what purpose. Private, 
public, community, and hybrid clouds are deployment models that can be considered 
for building up the IT resources for a SCN firm. Service models describe the type of 
service that the service provider is offering. The service models for SCN firms could 
be one or more of Software as a Service, Platform as a Service and Infrastructure as a 
Service. These models are considered on the lines of the recommendations of NIST. 
Service models built on one another define what a vendor must manage and what the 
client’s responsibility is. The massive scale of cloud computing systems was enabled 
by the popularization of the Internet and the growth of some large service companies. 
Cloud computing makes the long-held dream of utility computing possible with a 
pay as you go, infinitely scalable, universally available system. Not all applications 
benefit from deployment in the cloud. Issues with latency, transaction control, and 
in particular security and regulatory compliance are of particular concern. These 
models can be adopted to suit the requirements of the SCN firm. A brief detail of the 
suitability of these models for SCN firm are listed below.
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• SCNPublic Cloud—The public cloud infrastructure is available for public. Supply
chain firms can categorize it for a large industry group. The SCN firms can get
associated with the cloud service providers and design a collaboration model to
suit their business needs.

• SCN Private Cloud—The private cloud infrastructure is operated for the exclusive
use of firms that have supply chain network enabled on cloud services. The cloud
services may be managed by the SC firms or a third party who supports the SC
firms. Private clouds may be either on-or off- premises.

• SCNHybrid Cloud—A hybrid cloud combines multiple clouds belonging to firms
that aremanaging supply chains.Clouds retain their unique identities and are bound
together as a unit. A hybrid cloud can offer standardized access to supply chain data
and supply chain applications, as well as support portability of SC applications.

• SCN Infrastructure as a Service (SCNIaaS)—Infrastructure provides virtual
machines, virtual storage, virtual infrastructure and other hardware assets as
resources for managing various SCN business processes.

• SCN Platform as a Service (SCNPaaS)—PaaS provides virtual machines, oper-
ating systems, applications services, development frameworks, transaction, and
control structures that can be providedwith customized services to suit the require-
ments of SCN firms.

• SCN Software as a Service (SCNSaaS)—SaaS is a complete operating environ-
ment with applications, management, and the user interface that can help manage
the SCN processes.

A trade off canbedrawndependingupon the requirements of supply chain network
firm. Firms can decide on the adoption of cloud computing services for managing 
the processes of a supply chain network.

The ability to access pooled resources on a pay-as-you go basis provides a number 
of system characteristics that completely alter the economics of information tech-
nology infrastructures and allows new types of access and business models for user 
applications in particular supply chain management. A supply chain firm enabled 
with cloud computing services can improve supply chain performance in terms of 
responsiveness and efficiency.

Various supply chain components to be considered for designing and practical 
implementation of cloud computing services in a supply chain network firm are 
indicated in Table 2.

The main cloud computing service factors contributing to the performance of bet-
ter supply chain network are considered in the form of scalability, price flexibility, 
better collaboration services, multi-tenancy, decision support, reduced hardware cost, 
reduced software cost and enhanced efficiency. These factors essentially help in driv-
ing various supply chain processes in a supply chain network. Resources necessary 
for the supply chain processes can be better utilized. These factors are considered as 
the key drivers in the supply chain network. Each of these drivers can be assessed 
for its applicability in a supply chain network by using various optimization and 
analytical methods. The three important concepts that can be considered to govern
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Table 2 Components for cloud based SCN
# Components Design consideration

1 Facility Facilities are the actual physical locations in the SCN supported by cloud
computing services where the product is stored, assembled or fabricated.
Decisions regarding the role, location, capacity and flexibility of facilities have a
significant impact on the supply chains performance. The firm’s production can
significantly get affected based on the cloud computing services available.
Variables like capacity of the firm to perform its intended functions, centralizing
or decentralizing activities, number of such activities depends on available cloud
services

2 Transportation Transportation in SCN refers to moving items from point to point in the supply
chain network. Shipment information can become more exhaustive and quicker
when resorted to cloud computing services. Based on the information on shipment
which can rapidly be provisioned with a cloud service, a firm can decide whether
transportation from a supply source will be direct to the demand point or will go
through intermediate consolidation points and the choice of transportation mode.
Important variables that can be considered to analyze the transportation aspect are
average inbound transportation cost, incoming shipment size, inbound
transportation cost per shipment, outbound transportation cost, outbound
shipment size, inbound and transportation cost per shipment

3 Pricing Pricing determines how much a SCN firm will charge for goods and services that
it makes available in the supply chain enabled with cloud computing services.
Factors that can be considered in pricing are the economies of scale, low price and
high price in a day, and comparing fixed pricing strategy with varying price
especially when the processes are supported on cloud computing facility.
Variables are the profit margin, variable cost per unit, average sale price and order
size which can get significantly impacted by the cloud computing facility in SCN

4 Inventory Inventory includes all raw materials, work in process, and finished goods within a
SCN supported with cloud services. Changing inventory policies can dramatically
alter the cloud enabled supply chains efficiency and resposiveness. To make
inventory more responsive and more efficient, supply chain firms must make
decisions on average amount of inventory, safety inventory held in case demand
exceeds expectations, seasonal inventory to counter predictable variability in
demand since these parameters can get significantly influenced by cloud services

5 Sourcing Sourcing refers to the choice of a vendor. Vendor is one who will deliver a product
or service to the cloud-based supply chain network. The strategic decision is to
determine what function a firm performs and what function the firm outsources.
The most significant sourcing decision for a cloud-based supply chain firm is
whether to perform a task in-house or outsource it to a third party. Variables that
can be considered are average purchase prices, quantity lead time, reliability and
quality, number of suppliers, service providers for managing the cloud supply
chain processes

6 Information Information based on cloud enabled services is potentially the biggest driver of
performance in the cloud supply chain network because it directly affects each
component in a SCN. Important parts of information characteristics are the
dynamics of push versus pull, sharing of information, forecasting, and technology
used which can get greater boost with the support of cloud computing platform.
Coordination occurs when all stages of a cloud supply chain work towards the
objective of maximizing total CSCN profitability based on information sharing.
Cloud supported applications and techniques can be used to forecast sales or
market conditions. Variables that can be considered for quick flow of information
may occurs frequently because of inaccurate forecasts, updations, errors in
forecast, seasonal variations, variation in plan from actual when using a cloud
service in supply chain management
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the implementation of cloud computing services in a supply chain network firms are
the CSCN Systems concept, CSCN Cost concept and CSCN Operations concept.

(a) CSCN Systems Concept: For a CSCN, the systems concept emphasizes inter-
dependence not only between functions within an organization but also among
multiple organizations that collectively deliver products and services to the
customers. A suitable deployment of cloud can help minimize the losses and
wastages of resources in a SCN firm. The impact of using cloud services on the
SC functions should be considered in building a system for efficient manage-
ment of CSCN.

(b) CSCN Cost Concept: Value delivered to the customer can be maximized by
SCN firms only if the total cost incurred by all the links in the supply chain
network serving the customer is minimized which can be made possible by
CSCN. A cloud model in the supply chain process can help in achieving cost
reduction. The concept emphasizes the need for intercompany coordination,
cooperation and collaboration using cloud services. Cloud computing services
can be considered in all activities from design and development to manufacture
and distribution in order to minimize the total cost and thereby maximize the
value delivered to the customer.

(c) CSCN Operations concept: The operations concept involved in a CSCN helps
the decision makers to explore the possibilities of choosing the right set of
alternatives or combination of alternatives in fulfilling a cloud supply chain
objective, in amanner that the overall cost of theCSCNoperations isminimized.

Components of supply chain network and the three concepts play a critical role in a 
supply chain network firms strategic decision-making process. It is possible to enable 
different business models by tactically considering the variables in the design of 
CSCN components to be enabled with cloud computing services. It is possible for the 
vendors providing cloud computing services to appropriately implement services for 
supply chain network using the service models like IaaS, PaaS and SaaS. Practically 
it is convenient if a sequential process is followed to arrive at the decision. Firms can 
customize the processes for decision making for cloud adoption or for cloud based 
SCN decision to manage the SCN of the firm. A flow of the information in a CSCN 
starting with the anticipation of demand to the stage of arriving at a final strategic 
decision is indicated in Fig. 1.

The industry is growing at a rapid rate. With most of the suppliers having set 
a system for delivery the supply chain network is under the ever-increasing stress 
of time reduction and cost reduction. Added to this the supply chain firms face 
the problem of inventory. It is a situation of tradeoff between time and cost. The 
services of IT in the form of cloud computing services are becoming a necessity. 
The awareness levels are increasing about its benefits and cost reduction along with 
time reduction. The ever-growing demand for IT services is now getting shaped in the 
form of cloud computing framework that can be a boon to all such supply chain firms. 
However, the benefits can be derived more efficiently if a mechanism to analyze such 
cloud services and its adoption can be taken up on a case to case basis.
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Fig. 1 Processes to arrive at a decision in CSCN

1.4 Forecasting in a Cloud Based Supply Chain Network

Another important aspect of managing the CSCN is the accuracy with which the 
demand is forecasted. Various methods of forecasting can be used to arrive at a 
demand. But the accuracy of the forecasts is uncertain. A deviation in the forecasted 
value can escalate the cost of the unit supply. The cost per unit gets magnified as 
one moves up the supply chain in the CSCN. Demand forecasts is the backbone of 
all major decision in the supply chain planning. A cloud-based supply chain will get 
a relief either in the form of reduced infrastructure cost and reduction in variability 
in demand at various nodes of supply chain through ha proper implementation of 
cloud services at each node the supply chain network. All push processes in the 
CSCN are based on the anticipated customer demand, whereas all pull processes are 
based on the response to customer demand. A cloud service will help in bridging 
the gap between the customer and the various players of the CSCN. Errors if any 
in the forecasted figures can be minimized greatly through constant interaction with 
every member connected through a cloud application service. With the narrowing of 
the deviations in the forecasts, predictions become closer to reality and thus deci-
sion making by supply chain managers become easy. Various aspects of forecasts 
should be considered in decision making in the cloud enabled supply chain network. 
Forecasts are always inaccurate and should thus include both expected value of the 
forecast and a measure of forecast error. Long term forecasts are usually less accurate 
than short-term forecasts. As the information moves up the SCN the forecast figures 
tend to get more and more distorted.

Customer demand is influenced by a variety of factors and can be predicted with 
a certain degree of accuracy. In arriving at the forecast figures various factors can 
be identified especially when the supply chain is supported on a cloud-based plat-
form. Through proper supply chain collaboration of partners and vendors connected 
through a cloud based virtual network it is possible to share the resources and infor-
mation on customer demand. The variations leading to inaccurate forecasts can be 
mitigated by adopting a proper IT service which can be enabled through collaborat-
ing firms on a cloud platform. The common factors considered in forecasting can 
all be view from cloud service perspective in order to achieve an efficient forecast
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result. Factors that can be considered in conjunction with cloud service to explore 
possibility of a better forecast are Past demand, Lead time, advertising or market-
ing efforts, economics, discounts and competitor’s strategy. Some of the forecasting 
methods that are commonly used are qualitative forecast, time series forecast, causal 
forecast and simulation. A company may find it difficult to decide which method is 
most appropriate for forecasting.

In a CSCN, the purpose of forecasting method is to predict the demand. In its 
most general form the systematic demand data contains a cyclical component, a trend 
component and a seasonal factor. These components in a CSCN can be analyzed and 
irregular components if any can be determined. All other variations in the time series 
data can be attributed to the irregular component which may arise out of uncertainties 
in market or unforeseen circumstance like a natural calamity. De-seasoned demand 
information can be found out and used for various applications in a supply chain 
firm. Over years it is seen that the food grain industry is suffering with the problem 
of grains getting spoilt resulting in losses to the industry. A good forecasting package 
provides forecasts across a wide range of products that are updated in real time by 
incorporating any new demand information. Quick analysis and rapid provisioning 
of the demand information using cloud services in a SCN is possible that will enable 
minimize the losses. Much of the progress in areas such as collaborative planning 
is due to IT innovations like cloud computing and other techniques that allow the 
exchange and incorporation of forecasts between supply chain enterprises. It contains 
tools to perform what-if analysis regarding the impact of potential changes in prices 
on demand.

1.5 Fog and Mist Computing Integration with CSCN

It is important to develop a framework that helps a manager understand how infor-
mation is utilized by various segments of IT within supply chain. This is possible 
today with the help of various types of cloud services. The use of information in 
the supply chain has increasingly been enabled by the support of cloud computing 
services and applications developed on cloud platform to support enterprise resource 
management. The evolution of cloud-based enterprise solution provides insights not 
only into the future of cloud systems, but also into what lies in the successful devel-
opment of cloud supply chain network processes. From an enterprises perspective all 
processes within its supply chain can be categorized into three main areas—processes 
focused downstream, processes focused internally and processes focused upstream. 
This has led to the realization of four categorical processes namely Customer Rela-
tionship Management, Internal Supply Chain Management, Supplier Relationship 
Management and Transaction Management. Each category can be considered as a 
decentralized unit initially to build the cloud applications for integration into the 
overall system during implementation. Fog computing which is conceptualized as 
decentralized platform for computing various needs from applications to storage 
to data processing in a distributed environment specially located between the data
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source and cloud computing services [22]. It is expected that with the introduction 
of fog computing at decentralized units of the supply chain networks, the overall 
efficiency can improve. Some of the computing services in Fog computing are the 
smart developments in vehicles, shopping malls, and customized networks.

Managers can consider several general ideas when they are planning regarding 
cloud supply chain and select a cloud service that addresses the company’s key 
success factors. Adopt incremental steps to ensure success of cloud-based supply 
chain projects. Management must consider the depth to which a cloud computing 
system deals with the firm’s key success factors. There is a trade-off between the 
ease of implementing a cloud-based system and the level of complexity involved in 
the cloud supply chain networks and this can be done more efficiently with the help 
of Fog computing. If there are trends that indicate insignificant characteristics that 
will become crucial in future, then managers need to make sure that the choice of 
appropriate cloud computing service is made. Information Technology using cloud 
computing services for managing supply chain processes can be highly beneficial to 
the firm if the technology can be well planned and harnessed. A cloud computing 
service is designed for various applications and supply chain firms can derive the 
benefits by utilizing the cloud services in a planned manner. Firms can resort to a 
mechanism of identifying what type of cloud computing service would be beneficial 
to the firm and think in terms of resorting to Fog computing. Brainstorming over the 
key aspects for the firm’s requirement can help in identifying the necessary utilities 
using cloud computing services. Considering the virtualization and abstraction as the 
two key features in the designing of a cloud service, one can even ideate the usage of 
Mist computing [21]. A Mist computing is a concept that can be used in supply chain 
network to push the computing power of cloud in modular form to the edge of the 
process network very close to the data source. Mist can be a way of deploying packets 
of computing resources at various nodes of the supply chain network. Mist can be 
thought of as a localized system of computing units that can work independently at 
the node level before being integrated into the main cloud servers.

To create shared pools of resources for managing the SCN processes, understand-
ing of the different cloud computing service models is necessary. Only after careful 
assessment of the key factors, it is possible to derive an efficient CSCN. The key to 
creating a pool of hardware and software necessary for managing the supply chain 
processes is to provide an abstraction mechanism. This will enable mapping of the 
logical address to a physical resource as desired. Cloud computing networks use a 
set of techniques to create virtual servers, virtual storage, virtual networks and vir-
tual applications. When supply chain process requests increase in volume the load 
of such requests can slow down the SCN processes. Cloud computing service offer 
a mechanism of load balancing to deal with such service request volumes and bal-
ance the processing load of SCN processes. Under such situations load balancing 
through cloud service helps in routing the SCN information to virtual machines that 
offer high performance. Virtualization assigns a logical name for a physical resource 
and then provides a pointer to that physical resource when a request is made in a
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SCN. Virtualization provides a means to manage resources efficiently because the
mapping of virtual resources to physical resources can handle various changes in the
SCN processes.

To enable supply chain network processes with cloud computing services, the
computing resources must be highly configurable and flexible. One can define the
features in software and hardware that enable flexibility to suit the desired supply
chain process requirements. The cloud computing connectivity for supply chain firms
can be configured in the formof Physical toVirtual, Virtual toVirtual, Virtual to Phys-
ical or Physical to Physical and very conveniently integrate with the decentralized
fog and mist computing services. The connectivity may also include the component
of cloud and datacenter. Virtualization enables cloud supply chain service interface
to the clients, scalability of IT resources, sharing of computing services andmetering
facility for usage of cloud services. A fog, mist and cloud computing services can
be realized to work in tandem with each other to bring out the best results of per-
formance with one or more combinations of the related processes in a supply chain
network [21, 22].

1.6 Coordination and Collaboration in Cloud Supply Chain
Network

Supply chain performance can be enhanced by proper planning of the coordination
of various functions internally within the firm. The coordination can improve if all
stages of the supply chain take actions togetherwith a common goalwhich can lead to
increased total supply chain profits. This can be achieved effectively with the support
of cloud computing services. A well-established good IT infrastructure is necessary
for effective collaboration. Coordination and collaboration can suffer if each function
or the firm works independently with a holistic goal. In such cases of coordination
and collaboration the effect of stock piling can be reduced by considering suitable
predictivemodels for demand prediction. Prediction at various levels of collaboration
can be simulated in advance to understand how bull whip effect can be minimized
[11, 26]. The benefits of such an integrated cloud supply chain process are:

(i) Reduction in the manufacturing cost.
(ii) Reduction in the Inventory cost and minimizing the space requirement for

warehouses.
(iii) Decrease in the replenishment lead time.
(iv) Minimize the transportation cost.
(v) Minimize labor cost for shipping and receiving.
(vi) Proper planning of stock level is possible.
(vii) Effective utilization of resources is possible.

However, there are certain obstacles in cloud supply chain Coordination and Collab-
oration which are:
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(i) Information Processing- Information related to forecast based on orders and
not customer demand can be inaccurate. Any variability in customer demand is
magnified as orders move up the supply chain to manufacturers and suppliers.
A small change in customer demand becomes magnified as it moves up the
supply chain in the form of customer orders causing Bullwhip effect in the
SCN.

(ii) Inadequate Information—Inadequate information shared between stages of the
supply chain magnifies the information distortion.

(iii) Placement of orders—Inappropriate information that causes an increase in vari-
ability in orders placed.

(iv) High quantity ordered—When a firm places orders that are much larger than
what is demanded, the variability of orders is magnified up the supply chain.

(v) Larger lead time—Information distortion is magnified if t lead times between
stages are long.

(vi) Pricing—pricing policies for a product can cause an increase in variability of
orders placed.

There are various factors that contribute to the escalation of the cost in a supply chain 
network. Some of the factors that add to the cost are the material cost, transportation 
cost, labor cost, cost due to delay in supply, cost of storage, rental charges, technology 
cost, infrastructure cost, manufacturing cost, administrative cost and so on. A cloud 
based SCN connects all partners through the internet by means of cloud services. 
The partners can benefit from cloud connectivity in the form of lower investment 
costs and efficient flow of information at a lower cost. A broad band connectivity 
will allow the partners to avail high end technology benefits even without the need 
to possess the license on site. The benefits can be transferred through a pay as per 
use facility. Technology and specialized services not available in one place can be 
accessed and availed at a nominal cost from locations where such facilities may not 
be available through the cloud platform. It is also possible to consider the introduction 
of fog and mist computing at various levels of the collaboration nodes and achieve 
data synchronization using appropriate Fog or Mist services. Fog, Mist and Cloud 
services can be considered as complementary computing systems [21, 22].

In the current paper, various benefits offered by cloud computing services and 
opportunities foreseen for cloud supply chain network are detailed. In the follow-
ing sections, a background of the research problem is explained. In the next section, 
details of literature survey are provided indicating various research works carried out 
in the area of cloud computing and supply chain networks. Various research objec-
tives pertaining to the research problem are listed followed by sections containing 
analysis details. Out of various services available in cloud computing, the ones that 
are commonly useful for managing the supply chain processes are listed out and 
importance of each in the context of supply chain network is highlighted. Keeping 
in view various perspectives and practices in cloud supply chain network, factors are 
identified using factor analysis method. The factor analysis helps in determining the 
key cloud computing characteristics that will be significant for a supply chain net-
work. Various levels of hierarchy exist in supply chain firms. Based on which, 
typical
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hierarchy is considered as test case to model the information flow for decision sup-
port in a cloud supply chain network. The analysis done on CSCN asmultiple criteria
multiple level hierarchy framework using Analytic Hierarchy Process is explained.
The results obtained from the analysis are discussed in the context of cloud supply
chain network. The final section emphasizes various practical conclusions and high-
light scope for further research which is followed by acknowledgement and a list of
various references.

2 Background of the Research Problem

Cloud supply chain network is not free from challenges. As technologies evolve it
is also prone to various challenges that need to be understood before considering
adoption of such technologies. Cloud computing services for supply chain network
needs to be assessed before its adoption since it can suffer because of factors that
can hinder in its service. Some of the challenges are:

• Lack of information on which cloud services to consider for SCN
• Identification of appropriate cloud service factors to enhance the SCN
• Inadequate information for taking strategic decisions on investments andbudgeting
in SCN

• Uncertainty about the performances of information models
• Although many cloud computing applications are very capable, it is not certain as
to what extent the contributions exist in a cloud supply chain network.

In addition, certain challenges faced by supply chain firms in the cloud supply chain 
network are impact of cost pressure, market volatility, margin reduction and shorter 
product life cycles.

Hence it is essential for supply chain firms to think aggressively on resorting to 
newer technologies to thwart the challenges and prepare themselves to be fit in the 
competitive environment. The success of a supply chain network rests in the ability 
of the supply chain firm to integrate information technology like cloud computing 
services into a supply chain network process. Integration of such technologies can 
offer benefits and provide competitive advantage to the supply chain firm over other 
firms.

Though the industry is full of challenges, there is however a positive belief that 
technology will offer better and better advantages slowly over a period of time. 
Firms should understand the incremental benefit and start adopting the technology 
as quickly as possible for a better cause despite the hardships one has to go through 
in migrating over to the new system. Cloud computing is one such system which is 
still growing and can offer tremendous cost benefits to the suppliers, manufacturers 
and also the end users. Players of the supply chain networks enabled with cloud 
computing services should have a good understanding of the growing standards of 
cloud adoption in business and be prepared for collaboration and related services.
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The standardization of services will only help in implementing a global system which 
will be consistent with the local standards and yet meet the global requirements.

3 Review of Literature

The application of cloud computing in supply chain is innovative and has opened a 
new research field allowing developments for future enterprises IT solutions [12]. The 
solution is however not complete without optimization. Various concepts have been 
considered and algorithms have been developed inspired by nature for optimization 
and their uses in solving problems of cloud computing [19]. A Supply Chain Network 
(SCN) is two or more partners linked and enabled for flow of goods, information, 
and funds whereas a Cloud Supply Chain Network (CSCN) is two or more partners 
linked by the provision of cloud services and enabled for efficient flow of information 
leading to an efficient flow of items, funds and information pertaining to it. It is 
important to consider that in a CSCN the sharing of information is not the only thing 
leading to costs but, also the management and restructuring of services, information 
and finance for an optimization of the SCN which can be enabled effectively through 
a cloud service connectivity. This calls for suitable modeling which are driven by 
data, obtained at various levels of the CSCN and scaled up for bigger requirements. 
Various models that are used for decision making are driven by large volume of data. 
The outcome of a model serves as a basis to help managers take optimum decisions. 
Importance is given to analyze the necessity for optimization of resources since any 
application has the potential to scale up rapidly or shrink depending on the situation 
[5]. A detailed study of various applications, challenges and foundation has been 
done. Developments in the business world and information technology have enabled 
decision makers to have a sharper focus on various issues. Globalization of the supply 
chain activities in many companies has led to adoption of information technology. 
Research work on cloud migration is in early stage of maturity and therefore identifies 
the necessity for migration framework to initiate the process and improve migration 
to cloud [13].

It is also possible to consider edge assisted cloud computing and its relation to the 
emerging domain of Fog-of-things (FoT) which provides local computation close to 
clients or cloud by employing low power embedded computers [22]. Over years, vari-
ous information technologies have been developed and today the world looks at cloud 
computing techniques as one of the major developments in IT that can help deci-
sion making. With the emergence of cloud technologies, the supply chain network 
management and the underlying strategy and operations can benefit a lot in terms of 
cost minimization and reduced operation time. The features available through cloud 
implementation in an organization to manage the supply chain become an essential 
component of modeling a CSCN. This is essential for efficient and smooth manu-
facturing of various products and distribution of the products. CSCN can be used 
similarly to derive the two competitive advantages: cost leadership and differentia-
tion. Cloud supply chain profitability is the total profit to be shared across all supply
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chain stages and intermediaries. The higher the cloud supply chain profitability, the 
more successful is the cloud supply chain. In years to come, it is pertinent that global 
software development will benefit from the cloud’s infrastructure, platform, and pro-
vision of software as a service feature [23]. Cloud supply chain success could be 
measured in terms of cloud supply chain profitability and not in terms of the profits 
at an individual stage. In order to achieve higher profitability, it is necessary to reduce 
the costs involved at various stages of the supply chain and cloud is one such option 
available to the firms. The industry analysts have provided following interesting facts 
and figures, which has triggered the authors to take up this exploratory work. Cloud 
services will be essential tools for addressing the biggest business demands of IT 
like the speed, cost, scale, rich variety of solutions, which are essential ingredients 
of CSCN.

MistGIS framework for mining analytics from geospatial big data has been con-
sidered which will assist the fog and cloud computing [21]. A prototype supply 
chain management system protects the confidentiality of private data while rapidly 
adapting to changing business needs as and when needed dynamically [8]. Of the 
companies using cloud computing services to enable accessibility from anywhere; 
majority are specifically using cloud computing services for software as a service. 
Cloud offers various prospects to the managers for managing applications on the 
SCN. However, it also comes with certain challenges. One has to consider these 
factors before considering cloud computing as a support for their applications. The 
contribution to the analytical study of real time information sharing based on Cloud 
Computing services, using a simulation model to calculate the expected benefits of 
a Cloud Computing in a supply chain network is very effective in analyzing various 
scenarios [16].

Identifying the increasing potential for cloud computing solutions for the supply 
chain networks and the need to improve and extend business processes outside the 
four walls through collaborations with trading partners is paramount. For all such 
purposes, cloud computing offers a cost-efficient opportunity to conduct business 
activities [10]. The adoption of cloud computing for supply chain system and rep-
resent supply chains as a set of service offerings and customer demand as a service 
request is an essential process in considering cloud supply chain [14]. An approach 
to the design of discrete event simulation experiments aimed at performance analysis 
using case study on cloud computing is necessary in order to understand the behavior 
of various cloud characteristics [20]. Emerging supply chains and supply networks 
need to be analyzed in detail with different cases integrated with cloud computing 
services. Various processes involved in the cloud supply chain have to be examined 
and analyzed as in [17].

Various categories of Application Programming Interface (API) namely Ordinary 
Programming, Deployment, Cloud services, Image and Infrastructure Management 
and Internal Interfaces which can be effectively considered in the modeling of a 
cloud supply chain network should be considered in designing a cloud supply chain 
network [1]. Another concern in supply chain network is the storage of perishable 
items like grains. There can be significant benefits for managing such storages using 
cloud services after critically examining the storage scenario. The spoilage rates in
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India’s grain supply chains have been estimated to be 25–30%. There is a scope of 
utilizing cloud computing services that may help the firms to reduce the spoilage rate 
and bring the full benefit of IT to their small merchants [25]. Cloud computing can 
be seen as a supply chain integrated computer that delivers and refines computing 
power towards its customers whereby supply chains can be optimized by actively 
managing the processes [9]. Various scheduling algorithms are useful to manage 
the cloud computing resources for which a simulation technique can be considered 
for comparison and enable firms to decide adapt cloud environment in work places 
[24]. Forecasting demand is an important step in supply chain network for which 
simulation analysis on cloud workload prediction can be done to evaluate the accuracy 
of future workload prediction by relating it to the demand estimated [6].

It is also important to minimize the effect of bullwhip effect in a supply chain 
network. The benefits of using cloud computing services can be analyzed using sim-
ulation approach to create specific supply chain and quantify the bullwhip effect. 
Thereafter computations can be done using an adaptive network based fuzzy system 
to quantify and reduce the bullwhip effect in a multi-product, multi-stage supply 
chain inventory model [11]. The Bullwhip-Effect affects the efficiency of traditional 
supply chains and therefore there is a need to identify how it applies to the world of 
Cloud Computing [15]. It is possible to consider economical cloud computing solu-
tion to minimize operational cost and used DVFS (Dynamic Voltage and Frequency 
Scaling) for cloud computing datacenters as in [2]. Various approaches to analyze the 
cloud computing benefits in supply chain networks are essential in order to carefully 
arrive at the relationships between different cloud computing services. The analyt-
ical methods that can be considered to determine key factors out of many factors 
and deriving a relationship from multi-criterion two level hierarchy in a decision 
system using AHP helps in strategic decision of investments budgeting and resource 
allocation in supply chain network firm [3, 4].

3.1 Research Gap

A CSCN that links the customer to the supplier through a chain of retailer, whole seller 
and manufacturer is driven by the players of sourcing, material manager, distributors, 
and logistic manager. The key to an efficient information flow in the supply chain 
network is the understanding of various characteristics of cloud supply chain network 
which is not available in the literature. The supply chain firms have been bringing 
about stiff competition in the market in order to stay ahead in the race. The main 
objective of the supply chain has been to maximize the profit at every stage of 
the supply chain. To achieve this, it is necessary to minimize the cost at every stage. 
Analysis of the cloud computing benefits and information flow modeling for a supply 
chain network is not addressed in the literature. Also, the influence of one cloud 
characteristics over the other that is necessary for strategic decision in supply chain 
network is not addressed. Hence a thorough research is done to bring out the details
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that will enable SCNfirms to take strategic decisions on implementing cloud services
for managing their supply chain networks.

4 Research Objectives

For the purpose of analyzing the problem defined for this paper, various objectives
are stated as given below:

i. To understand the important characteristics of cloud computing services suitable
for supply chain network.

ii. To elaborate on the Principles and Practices for cloud supply chain network.
iii. To understand the analytics involved in identifying key characteristics.
iv. To bring out the contribution of key characteristics of cloud in cloud supply

chain network.

5 Methodology, Analysis and Results

Cloud computing model offers a promise of cost savings with increased IT agility.
Cloud industry is growing quickly and vendors are investing significant amount of
money to develop ‘Software-as-a-service’ (SaaS) and harness the benefits of cloud
computing in various business activities. It is essential to determine the key cloud
computing characteristics for supply chain network and evaluate the importance of
each characteristics.

A three-step methodology provides a detailed insight into the various character-
istics of cloud supply chain network. The steps are:

(i) Gathering information from survey
(ii) Identification of key characteristics using Factor Analysis
(iii) Multi-criteria decision analysis using AHP

A survey method helps in finding out quickly the benefits of cloud computing 
services for supply chain. The benefits are variables. In a factor analysis of the ben-
efits of cloud to suit the firm’s needs is important to decide the set of factors to be 
adopted for the CSCN. This depends on the application of cloud needed to manage 
the supply chain network. Many companies have already adopted Cloud SaaS and 
many more companies are in the process of adopting it. Companies have realized that 
cloud computing can offer large benefits to the supply chain network. As a case of 
a small and medium enterprise, cloud services for managing supply chain network 
various cloud benefits are considered. In a particular case, certain cloud benefits 
were identified through a survey. The influence of various cloud characteristics on 
designing a cloud supply chain network was analyzed and key factors identified.
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Various factors that can be considered for assessment of adopting cloud for sup-
ply chain networks are Collaboration, Pricing, Investment, Convenience, Efficiency,
Scalability, and Launching new services, Cost of both hardware and software, Multi-
tenancy, Decision support, Utility and Operational cost. The key factors vary from
company to company depending on the nature of their services. A firm can list out
their requirements and identify key factors from the list of indicated factors. Not
all factors contribute equally to the supply chain network. A detailed analysis on
factoring the benefits of the cloud services for supply chain network is done for a
selected set of factors.

5.1 Factor Analysis

For the purpose of identifying key factors and evaluating the factors, a typical prac-
tical case is considered with selected CSCN factors namely Process Efficiency (F1),
Pricing (F2), Investment (F3), Convenience (F4), Collaboration (F5), Scalability
(F6), and Software Cost (F7). These factors representing the cloud computing ser-
vices available as benefits to the supply chain network are listed out based on the
responses obtained from the respondents with adequate know how of the domain.
Additional factors can also be considered on the same lines for factor analysis. For
the purpose of analyzing a practical case, a sample set is considered with respect
to the seven factors listed above. From the set, key factors are identified along with
the details of total variance and contributions of key factors to the supply chain
network [3].

From the data obtained on the seven factors, correlation coefficient is calculated
between every pair of factors. The correlation coefficient can be obtained by using
statistical analysis on gathered information from the stakeholders of a supply chain
firm. Important results in the formof tables obtained from factor analysis are shown in
the following paragraphs. Sample correlation table from statistical analysis is shown
in Table 3 with respect to the seven factors considered above.

In the present case, 2 levels of factor loading are considered. More loadings can
be considered on a case to case basis. This methodology enables the firms to take

Table 3 Sample correlation coefficient for 7 factors

Factor F1 F2 F3 F4 F5 F6 F7

F1 1.000 -0.833 0.289 0.255 0.272 −0.498 0.156

F2 −0.833 1.000 0.000 0.000 0.091 0.498 0.156

F3 0.289 0.000 1.000 0.627 0.288 0.048 0.629

F4 0.255 0.000 0.627 1.000 0.224 0.395 0.305

F5 0.272 0.091 0.288 0.224 1.000 −0.080 0.725

F6 -0.498 0.498 0.048 0.395 −0.080 1.000 0.198

F7 0.156 0.156 0.629 0.305 0.725 0.198 1.000
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Table 4 Results after 2
levels of factor loading

Factor Loading-1 Loading-2 Communality

F1 0.705 0.571 0.8

F2 −0.630 −0.709 0.9

F3 0.492 −0.491 0.5

F4 0.590 −0.510 0.6

F5 0.617 −0.655 0.8

F6 −0.614 −0.720 0.9

F7 0.721 −0.775 1.1

decision on the set of services out of many to be adopted for the firms and thereby 
minimize the cost of implementing cloud services to manage supply chain networks. 
On factoring at various levels, and inspecting the communality values, key factors 
can be identified.

In order to understand the factors more critically, a Factor Analysis method is 
adopted to determine the key factors out of many that will help firms to optimize and 
plan their resources. Factoring helps in finding out groups of variables with similar 
characteristic that a firm will benefit from. The results of factoring after 2 levels is 
shown in Table 4.

After two loadings, it is found that key factors are F2, F5 and F6 corresponding 
to Pricing, Collaboration and Scalability.

More combinations of cloud services can be taken up for grouping with the help 
of factor analysis as and when more cloud services and applications get developed.

In addition to factor analysis, a detailed analysis on multiple criterions with respect 
to the key factors is done with the help of Analytic Hierarchy Process (AHP). In the 
AHP analysis, pair wise comparison of the key factors can be done and the weighted 
scores of each factor are computed. Influence of one factor on the other factors 
and the proportion of contribution of each factor can be determined. This will help 
firms to get clear idea about the budgeting of their resources commensurate to the 
contribution of each factor.

5.2 Multicriteria AHP Analysis

From the list of key factors identified, the next step is to map the key factors with 
hierarchy levels of the supply chain network firm. Each level is assigned with the 
factors and categories encompassing the major components of a CSCN. A study 
by Prof. Thomas L. Saaty on multiple criterions decision making using Analytic 
Hierarchy Process (AHP) is helpful to focus on important aspects of a problem 
especially when different opinions are considered with respect to decision alternative. 
The three factors identified above and three stakeholder categories of supply chain 
firm is considered for the purpose of determining the weightages.
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Table 5 S-C-P consistency result from AHP

S C P

S 1.00 1.00 0.11

C 1.00 1.00 0.17

P 9.00 6.00 1.00

Sum 11.00 8.00 1.28 SH1 scores Consistency
measure

Normalized comparison score

S 0.091 0.125 0.087 0.101 3.006

C 0.091 0.125 0.130 0.115 3.006

P 0.818 0.750 0.783 0.784 3.044

Eigen value 3.018

Consistency ratio (CR) 0.02

Table 6 Final AHP Scores for S-C-P

S C P Factor weight

SH1 0.101 0.115 0.784 0.087

SH2 0.065 0.199 0.735 0.128

SH3 0.067 0.794 0.139 0.785

Proportion-score 0.070 0.659 0.271 1.000

Categories: Stakeholder-1 (SH-1), Stakeholder-2 (SH-2), Stakeholder-3 (SH-3)
Factors: Scalability (S), Collaboration (C), Pricing (P)
Pair wise comparison is done between the two key factors using AHP and checked

for consistency as indicated in Table 5 for stakeholder-1.
Similar computations for other stakeholders are done and overall key factor weigh-

tages are obtained. The final score model is shown in Table 6, which indicates the 
proportion of each key factor of Cloud Supply Chain Network.

From the final scores, it is seen that out of three key factors identified from factor 
analysis, from the Stakeholders point of view the Collaboration factor contributes 
more (65.9%) followed by Pricing factor (27.1%) and then Scalability factor (7.0%).

6 Conclusions and Scope for Further Research

From the above analysis, various results are obtained. The conclusions are drawn from 
the results in the context of the research problem stated above. It is also necessary 
to see that there is a scope for further research in this domain of cloud supply chain 
networks. Various conclusions and the further scope of research are discussed below:

(i) From the practical case considered with respect to CSCN factors namely Process 
Efficiency (F1), Pricing (F2), Investment (F3), Convenience (F4), Collabora-
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tion (F5), Scalability (F6), and Software Cost (F7), factor analysis resulted in
three key factors. The key factors are F2, F5 and F6 corresponding to Pricing,
Collaboration and Scalability. It indicates that the firm can focus on these three
factors out of many factors for building up their CSCN processes. Once it is
done, firms can then adopt similar method by excluding these two factors and
analyzing other factors and again identify key factors. In this manner a firm
can implement the CSCN services stage by stage. This will enable firm to plan
their budget and other resources and deploy resources in stages corresponding
to these key factors. Subsequently firms can focus on investing on other factors
depending on the stages of implementation. Hence firms can avoid unnecessary
investments on factors that are not key factors.

(ii) The three factors identified above and three stakeholder categories of supply
chain firm is considered for the purpose of determining the weightages. Three
categories considered in the analysis were Stakeholder-1 (SH-1), Stakeholder-2
(SH-2), Stakeholder-3 (SH-3). Three key factors obtained from factor analysis
were Scalability (S), Collaboration (C), Pricing (P). AHP analysis was done
and the results were found to be in good agreement with the results obtained
from BPMSG a decision tool used for pair wise comparison and setting pri-
orities. This is a very useful information for firms planning to budget their
resources. From the analysis results it is found that from Stakeholders point
of view the Collaboration factor contributes more (65.9%) followed by Pricing
factor (27.1%) and then Scalability factor (7.0%). These proportions vary from
firm to firm and can be evaluated by considering the actual details of the SCN
firm and their stakeholders. A beta function f(β) based on the proportions is
useful for making various decision in supply chain network.

f(β) � 0.07 β1 + 0.659 β2 + 0.271 β3

In the above function, β1 corresponds to Scalability, β2 corresponds to Collaboration
and β3 corresponds to Pricing factors respectively. The beta function can be used by
the SCN firms in arriving at strategic decisions pertaining to investments, budgeting,
resource allocations and many more. With more and more developments taking
place in the cloud computing services, it is possible to upgrade the information by
incorporating the factors in the analysis and redesigning the hierarchy and deriving
the revised proportion.

(iii) From the methodology discussed in the above sections, it is also possible to
map the supply chain network nodes with relevant SCN firm and its hierarchy
to analyze the Bullwhip effect. There is a scope to analyze the effect using
a beta function derived as explained in the above section. A beta function
will enable SCN firms to identify critical proportions of the cloud computing
characteristics in SCN that will minimize the effect and thereby increase the
performance efficiency of the SCN firms.

(iv) Over years, various information technologies have been developed and today
the world looks at cloud computing techniques as one of the major develop-
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ments in IT that can facilitate quick decision making. As requirements of vari-
ous firms changes over a period of time it offers tremendous scope for research.
There is a scope to design information flow models for such requirements. A
model for information flow is a construct of the important factors represent-
ing various important benefits that a cloud computing technology will offer.
Information flow models are helpful for generating quick information that will
benefit the supply chain network in increasing its efficiency.

(v) Another important consideration for research is the collaboration and coor-
dination problems in CSCN. Various nodes of a collaboration network can
be encapsulated in the information flow model and analysis can be done to
determine the key contributors of CSCN. The results can help achieve better
performances in collaborating SCN firms.

(vi) With the emergence of newer concepts of Fog and Mist computing services, it
gives rise to opportunities to do a research. Fog andMist computing services at
decentralized branches of the SCN can be researched to check if the efficiency
improves.

There are many factors that influence the decision making in a supply chain leading
to successful operation of various activities in a supply chain. Hence it is important
that the information is available instantaneously for making quick decision. Quick
decisions help in fulfilling customer demands quickly. With the existing vendors
catering to the regular supplies, new partners offering value-added services need
to be integrated. This also causes a change in the business relationship from long
term contracts to small short-term contracts. This leads to an event driven manage-
ment for dynamically creating and delivering individualized products and services.
Developments in the business world and information technology have enabled deci-
sion makers to have a sharper focus on various issues. Globalization of the supply
chain network activities in many companies has led to adoption of cloud computing
services.
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Parallel Computation of a MMDBM
Algorithm on GPU Mining with Big Data

S. Sivakumar, S. Vidyanandini, Soumya Ranjan Nayak and S. Sundar

Abstract Big data is the collection of data sets which are large and complex in
nature. It contains structured and unstructured types of data. For example, Finan-
cial Services, Retail, Manufacturing, Healthcare, Social network (Twitter, Fackbook,
Linkedin and Google), Digital pictures and Videos. To extract useful data from big
data, several classifiers like SLIQ, SPRINT, MMDBM are used. Among this one of
the fast classifier is the Mixed Mode data Based Miner (MMDBM) using Graphical
Processor Unit (GPU) mining. This classifier describes the outline of parallel com-
puting with high performance, using radix algorithm for multicore GPUs, by taking a
program presented by Compute Unified Device Architecture (CUDA). The classifier
can deal with both categorical and numerical attributes in a simple manner. The clas-
sification method handles big data with huge number of attributes by taking it from
the medical data base. This can be parallelized on GPU to get high-speed and better
performance than CPU-Radix sort algorithm. We proposed the parallelized Radix
sort algorithm on GPU computing using CUDA platform developed by NVIDIA
Corporation. In this chapter, we discuss the performance of fast classifier method
and radix algorithm to relate the processing time ofMMDBM, SLIQ CPUwith GPU
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computing and computed acceleration ratio (Speed-up) time. Also, The classifiers 
[SLIQ, SPRINT, MMDBM] are evaluated and compared with CPU and GPU. GPU 
provides quick and accurate results with least processing time and supports real time 
applications.

Keywords Classification · GPU mining · Decision Tree · Radix sort

1 Introduction

NVIDIA corporation has developed a unique software called Compute Unified 
Device Architecture (CUDA) [1] which enables developers to straight with the GPU 
and run programs on them. In this way productively using the upside of paralleliza-
tion. CUDA is certifiably not another programming language, rather an expansion to 
C with GPU-specific orders, alternatives and activities. Programs written in CUDA 
are compiled by nvcc compiler and can be run just on NVIDIA’s GPU’s [2]. A 
CUDA program can be kept running on a few number of processors core and just 
the number of processor requirements are to be known to the run time system. The 
attributes of CUDA program comprises of two sections: the principle part of the pro-
gram which executes serially on the CPU (host), and the kernal, called as the main 
program, is executed in parallel on the GPU (device). Host work lie printf cannot 
be called from the kernal. Graphic Processing Unit (GPU) accessible on product 
video adapters has developed into exceptionally parallel, multithreaded, many-core 
processor. These GPUs have good computational power and additionally high mem-
ory transfer speed that can be exploited by general purpose in the high-performance 
applications. These programmable GPU are otherwise called general purpose graphic 
processing units (GPGPU, from now onward we will utilize term the GPU). GPU 
is expert in compute-intensive, exceedingly parallel computation simply like graph-
ics rendering is finished. GPU depends on SIMD architectural model and used by 
data-parallel programming model [1, 2]. As of late, the GPU on graphics process-
ing unit has turned out to be well known be-cause for the high parallelization and 
powerful computing ability of oat point. A few archives show the computing inten-
sity of GPU, which would now be able to incomprehensibly surpass a CPU [3, 4]. 
NVIDIA Corporation, market leader in GPU market, presented a general purpose 
parallel computing structure in November 2006, to bridge the computing capacities 
of their high-end GPUs. CUDA depends on another model of parallel programming 
and direction set of design,it uses the parallel computing engine in GPUs to work 
out numerous computational issues that is complex in a more effective manner than 
compared to CPU.

CUDA accompanies a software background that allows developers to utilize C 
programming which is an high-level language. Different languages, for example, 
FORTRAN, C++, OpenGL, and DirectX will be supported in future. Data mining 
incorporates different advances, for example, classification, association rule mining, 
and clustering.
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Classification is one of the vital problem in the field of Data Mining and Knowl-
edge Management that has been examined broadly studied over the years [5, 6]. In 
this algorithm, we have given a record or the input data, called the trail database, 
in which each record contains a few characteristics (attribute). An attribute can deal 
with either a categorical or a numerical attribute. In ordered domain if the value of 
an attribute is ordered, then the attribute value is known as numerical attribute (e.g., 
Weight,Age, Sports, Sleep and Drink). If the vales are of an attribute is an unordered 
domain, then the attribute known as categorical attribute (e.g., Sex, BP) [7, 8].

Among the categorical attributes if one attribute is assigned as a class attribute, 
then it is known as class names to which each record belongs. The goal of classifi-
cation is to observe the datainput and to build up an exact description or model for 
every class utilizing the current data features.After building the class model, it can 
be utilized.

The role of classification is to utilize the training data set to build a model of the 
class name with the main goal, that it can be utilized to arrange new data whose 
class names are obscure [9–11]. We show a parallelized decision tree algorithm and 
GPU-Radix sort calculation in view of CUDA. Additionally, we will talk about the 
efficiency of parallel Radix sort method on GPU and a study on the comparison of 
computational acceleration ratio (Speed-up) and productivity of GPU with CPU for 
the fast classifier algorithm [12–14]. GPU—radix sort provides fast and accurate 
outcomes with less processing time.

2 Basic Definitions: Big data

Big data is a group of data sets which are complex and large that becomes complicate 
to process while using it in available database. The objection contains capturing, 
storage, searching, sharing, curation, analysis, visualization and classification.

The leaning to big data sets is due to the extra data obtainable from analysis of 
a single large set of related data, as related to distinct smaller sets with available 
total amount of data, allowing relationships to be found in spotting business trends, 
prevent diseases, concluding quality of research, link permissible citations, defining 
real-time roadway traffic conditions and combat crime (Wikipedia).

2.1 Characteristics of Big Data

Big Data can be defined by the four Vs: Velocity, Volume, Variety, and Value. This  
shows whether to include Big Data to our data architecture is shown in the Fig. 1.

Volume
In past, collected data by Organizations from various resources like social media, 
business transactions and machine related data from sensor created problem in
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Volume

Value Velocity

Variety

"Big data" refers to datasets whose size 
is beyond  the  ability  of  typical  data-
base software tools to capture, store, 
manage, and analyze.

Big data is More Than "Big"

Fig. 1 Characteristics of big data

storage level. But current technologies like Hadoop reduced burden by storing large
amount of data [15].

Velocity
Big data relates with real-time challenges. In context, the processing speed and the
data generated to meet different challenges and the demand are focused only on the
growth and development of data.

Variety
There are many natures of data which is available in different formats. That makes
people who examine the result and efficiently use the resulting insight. Big data
includes images, text, video, audio and completes the remaining pieces using data
fusion.

Value
Data has real value which should be discovered. There are measurable and analytical
techniques to derive the value from data by learning from the sentiment. To make a
applicable over by location or In recognizing piece of equipments about to fail.

3 Solutions and Challenges of Big data

1. Location of Big Data Sources-Commonly Big Data are put away in different
areas.

2. Volume of the Big Data-size of the Big Data develops persistently.
3. Hardware assets RAM quantity.
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4. Privacy-Medical information, bank exchanges.
5. Having domain knowledge.
6. Getting significant data.

Solutions

1. Parallel processing programming (ex: GPU Computing).
2. A productive stage for computing won’t have concentrated information storage

rather than that platform will be appropriated in big scale storage.
3. Regulating access to the information.

4 Data Mining Techniques

This chapter is mainly based on the three methods, namely SRINT, SLIQ and 
MMDBM. Classification method known as SPRINT that eradicate all memory lim-
its that confine Decision Tree (DT) techniques, which shows that this algorithm is 
scalable and quick [10, 16].

SLIQ algorithm is based on a DT algorithm, it deals together with categorical and 
numerical data sets.This algorithm builds a tree that is an accurate tree. It utilizes an 
enhanced sorting system to diminish the cost of assessing numeric attributes in tree 
building phase.The above method is coordinated with a breadth-first tree developing 
procedure to improve classification of disk-resident data sets. SLIQ utilizes a quick 
method to identify splits for attributes,which is categorical in nature [8, 15, 17]. 
On the other hand,decision tree algorithm is used for taking care of categorical and 
numerical data in huge datasets known as (MMDBM). This technique utilized, deals 
huge data set with substantial arrangement of many attributes or data, and obtaining 
effective all the numeric attribute the mid points are presented. This is incompletely 
separated into 2 areas, first one predictive classifier with gives a point by point 
portrayal of our method and second one is OOD (Object Oriented Design), which 
gives the implementation of OOD in our method and depiction of created front-end 
for this method [7, 18].

In this chapter, the author contrasts their method with familiar SLIQ, SPRINT 
and MMDBM method. We outline that decision tree algorithm SPRINT, SLIQ and 
MMDBM, which have accomplished compactness, best accuracy and efficiency for 
big data set [7, 8, 10].

4.1 Sorting Algorithms on GPU

Sorting algorithm is a calculation of building block of basic significance and is a 
standout among the most generally considered algorithmic problems. All algorithms 
depend on the accessibility of effective sorting schedules as a reason for their own pro-
ficiency. sorting itself is of more significance in applications running from database
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system to computer graphics, and several different methods can be easily expressed 
in terms of sorting algorithm. In this manner vital to give effective arranging sched-
ules for any platform, and architectures. Computer predicts that, there is a proceeding 
which needs to analyse effective sorting method on system architectures [17, 19].

The significance of sorting has prompt the plan of efficient parallel sorting algo-
rithms to be executed in different parallel architectures. Sorting algorithms are natu-
rally parallel as they are formalized as far as physically parallel comparator devices. 
Algorithms related to sorting are singularly attractive on platforms where the expand-
ing of reliant data is highly impossible, because of the links between correlations, 
which are stable regardless of the input. Alternative normal way to deal with paral-
lel sorting algorithm is to separate input sequence into pieces, which can be sorted 
individually by the accessible processors. The sorted continuance should then be 
combined to deliver the outcome.

4.2 Radix Sort

Radix method is one of the powerful sorting algorithms [20–22]. This algorithm is 
fast especially for a huge problem size. It is frequently as possible utilized among 
the most productive for sorting algorithm in small keys. This sorting methodology 
expects the keys are denoted as d-digit numbers with respect to radi  x  − r notation. 
On binary PCs, it is most likely going to accept that, the radix sort r = 2b and the 
keys are an integral multiple of b bits in length. The sorting method itself includes 
of d passes, it considers the i th digits of the keys all together from least to most 
significant digit [23, 24]. In every pass, the input flow is sorted with the value to 
digit i of the keys, it is essential that this sort be stable (i.e., it conserves equal digits 
with comparative sequence of keys).The radix method utilized inside every process 
of sort is generally a bucket sort or counting sort [20, 25, 26].

In each pass, every key can be mapped with one of r buckets. To calculate the 
output basis where the element ought to be written, can also be referred as the rank 
of the element, we should basically compute the quantity of elements already in the 
current bucket plus lower numbered buckets. After each element rank calculation, 
sorting method is finalized by passing the elements into the array output in the location 
controlled by their ranks. A parallel algorithm of radix sort is given underneath.

5 MMDBM Algorithm

Input: The attributes A is containing n number attributes A = {a1, a2, . . . , an }
in parallel

Output: Count the node value and construction of the decision tree.

Data value were developed randomly in database.
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Transfer the data from Device (GPU) to Host (CPU) (cudaMemcpy), dispatch the
value in arrays.
Copy to GPU and radix sort for sorting the random all the attributes from data base
inside the GPU.
Get the split point value of each attribute.
ai is the attribute name and vi is the split point value of each attribute,
For i = 1 to n // n is the number of the attributes node

If<condition > Then C // C is class count
This algorithm is using multiple If statements
IF ( a1 ≤ v1) AND ( a2 ≤v2) AND,...,AND ( an ≤ vn) THEN C.

IF ai ≤ vi is true goto left side node traverse up to N number of the
node THEN count the class values
C = C + 1;

else
IF ai ≤ vi is false goto right side node traverse up to N number of the node.
Count the class value or traversal node that already exist then
update the appropriate class count value.

C = C + 1;
else

Missing count value and update the class count value.
M = M + 1;
Missing class count values, if the same data exist then update
the appropriate class values.

End IF
End IF 

End For

6 Proposed Method

Today processing time of parallel mining is minimized by GPU mining in classi-
fication with less time. This method comes from energy consumption and signifi-
cant power [27]. In this chapter, we propose a universal parallel mining method for 
development of DT algorithm on GPU mining. The reasons we preferred MMDBM 
decision tree method is by utilizing split point to apply on each node using radix sort 
algorithm. Finally, it counts the class values. The attribute list can be constructed 
in two models. The first model is transferring the available data to its matching 
list. Second model completes the data development. After constructing two models, 
the attribute lists must be sorted. There are well-defined CUDA library known as 
CUDPP. It has two inputs in sorting method, the first method is key array and the 
second method is value array that sort two 1-D arrays.
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Fig. 2 Design for fast classifier mining algorithm

After key array sort, the significant array element value could change the situation 
as per its relating key element, called key value pair sorting.The key value pair is 
uniquely supported by sorting method of CUDPP, however we have two values for 
one (attribute for key is value field, rid and class values).

For every two values, we change the CUDPP method into one key. To get the 
higher performance. The kernel includes a grid of scalar threads. All thread has one 
unique identifier (thread ID) that partition the work within the threads.

In a grid, threads are organized as blocks denoted as cooperative thread arrays 
(CTAs), where a solitary CTA thread approaches a successive high-speed memory 
called the shared memory. We altered the sorting method from the cooperative thread 
arrays level to public interface level [3, 28].

The accompanying advances delineate the principle implementation step in our 
execution. Further, Fig.2 demonstrates the execution part done on the host and on 
the device, individually, and the data exchanges that occur among the host and the 
device (GPU).
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Fig. 3 Splitting point for
node Age <=
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True

false

false

True

  weight 
   <= 42

Step by Step Process in Algorithm
The data has generated randomly in GPU device, it is transferred to the CPU host 
and stored in an array (step 1 and step 2). An array values are copied to GPU and 
all the numeric attributes values are sorted using radix sort algorithm (step 3). The 
sorting data values are transferred to CPU host and mid-point value of all the numeric 
attributes (step 4) is obtained. The mid value checks the condition of a record in each 
attribute value, if true condition goto left node and if condition is false goto right 
node. Figure 3 demonstrate splitting point of node.

Final class values are counted, and we calculate the histogram of node level and the 
condition is checked from top to bottom is called distributes (step5) (refer the tree). 
The final result has transferred to from GPU to CPU and calculate the acceleration 
ratio time of GPU mining.

6.1 Implementation of Algorithm for GPU

The pre-sorting process is completed and the mid-point value of each attributes is 
found.

IF (age ≤ mid-point) Then C.

Age is the attributes variable name and values are in data sets table. If the condition 
is either true or false, the corresponding node data is passed to an- other node pointed 
as leaf from the corresponding parent node, which is called split point [7, 29].

6.2 Finding Split Points Code for GPU

By our algorithm, we find the mid-point by sorting the array elements and storing 
the middle element of the sorted array. There by we made only one pass in finding
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the midpoint. Once the midpoint is calculated, the arrays are passed to the GPU 
classification function along with the midpoints to classify the records. The GPU 
code for finding the mid-points is given below.

Radix_sort<<< 1, SO  >>> (d_values,t_values,1,d_split, d_e, d_f, d_t); 
cudaMemcpy (sag, d_values, size, cudaMemcpyDeviceToHost);
printf(“ \n\n MidPoint of the AGE is:\t”);
MA=sag[SO /2];
printf(“%d\n”,MA);
cudaMemcpy (ad_values, wt, size, cudaMemcpyHostToDevice);
Radix_sort<<< 1, SO  >>> (ad_values,at_values,1,ad_split,ad_e,ad_f, ad_t); 
cudaMemcpy(swt, ar_values, size, cudaMemcpyDeviceToHost);
printf(“\n\n MidPoint of the WEIGHT is: \t”);
MW=swt[SO /2];
printf(“%d \n”, MW);
Radix_sort<<< 1, SO  >>> (sld_values,slt_values,1,sld_split,sld_e, sld_f, sld_t); 
cudaMemcpy (swt, slr_values, size, cudaMemcpyDeviceToHost);
printf(“ \n\n MidPoint of the SLEEP is:\t”);
MW=swt[SO/2];
printf(“%d \n”,MW);
Radix_sort<<< 1, SO  >>>(spd_values,spt_values,1,spd_split,spd_e, spd_f, spd_t); 
cudaMemcpy(spt, spr_values, size, cudaMemcpyDeviceToHost);
printf(“ \n\n MidPoint of the SPORTS is:\t”);
MW=swt[SO/2];
printf(”%d\n”,MW);
Radix_sort<<< 1, SO  >>>(drd_values,drt_values,1,drd_split,drd_e, drd_f, drd_t); 
cudaMemcpy(drt, drr_values, size, cudaMemcpyDeviceToHost);
printf(“ \n\n MidPoint of the DRINKING HABBIT is:\t”);
MW=swt[SO/2];
printf(“%d\n”,MW);

6.3 Best Split Point

The split has been applied to every node. After getting the mid- point values and 
scanning the attributes of the all records from connected data sets. The node can 
be classified using IF ( x1 ≤ v1) AND ( x2 ≤v2) AND,…, AND ( xn ≤ vn) THEN  
C (class value) rule [35]. We have used two types of attributes, one is numeric and 
another one is categorical (male is 1 and female is 0). The splitting method used by 
the node be determined by the type of attribute, each attribute in the node creates two 
child nodes that are attached to the parent node, at each split point the histogram is 
calculated.

This process is based on n number of attributes. Finally we count the class value 
based on the class attribute (high BP, normal BP and low BP), already the exist-
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Table 1 Scalability of the acceleration ratio times

Radix-sort with
MMDBM algorithm

Number of records in seconds

100 ×
100

200 ×
100

300 ×
100

400 ×
100

500 ×
100

600 ×
100

800 ×
100

1000 ×
100

Generate random 0.090 0.210 0.320 0.410 0.510 0.650 0.850 1.20

Sorting 0.030 0.030 0.040 0.048 0.058 0.080 0.091 0.140

Classification time 0.510 1.010 1.530 2.040 2.590 3.080 4.120 5.21

CPU time 0.630 1.250 1.830 2.490 3.680 3.810 5.061 6.55

GPU time 0.510 1.010 1.530 2.040 2.590 3.060 4.920 5.180

Acceleration 1.235 1.237 1.196 1.2200 1.420 1.245 1.020 1.260

ing class count value is updated according to the appropriate class count value by
C = C + 1. The process is completed in all the attributes, which is called distribu-
tion. Thus we calculate the histogram of each distribution. (refer the distribution of
node count).

6.4 Acceleration Ratio for GPU

GPU performance GPU execution to examine the acceleration execution, an accel-
eration ratio (speed-up) γ is define by γ = tC PU

tGPU
where the complete processing time

on the CPU, tC PU contains the time at execution of the loop,the aggregate sum of the
processing time on the GPU, tGPU incorporates extra time of copying data between
Device and Host in the interest of fairness [12, 30].
CPU Time = Sorting Time + Classification Time + Generate the random Values.
GPU Time = Data transfer from Host to Device and Device to Host.
Acceleration Ratio = CPU computation Time/GPU computation Time.
We calculated CPU, GPU and Acceleration ratio times (Table1).

7 Experimental and Comparison

To test the effectiveness of our fast classifier algorithm, it has been implemented
with GPUs radix sort. Now we consider medical database for blood pressure (BP),
where data mining techniques are applied. Test has been carried out to evaluate and
generate the random values, sorting, classification, CPU and GPU total processing
times. The medical database for blood pressure where the radix sort is used to predict
high risk, with every person having low BP, normal BP,high BP based on the class
value.

@nettrain
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Table 2 Distribution of the data collection

Classified node and travelled pat Class count values

Low BP High BP Normal BP Missing count Total

Dist 1:1-3-6-13-27-55-111 394 450 391 17 1,252

Dist 2:1-3-6-13-26-52-104 390 421 381 19 1,211

Dist 3:1-2-5-11-22-44-89 373 392 353 18 1,136

Dist 4:1-2-4-9-18-36-72 393 472 372 22 1,259

Dist 5:1-2-4-8-16-32-64 318 456 302 7 1,083

Dist 6:1-3-7-15-30-60-120 411 435 396 12 1,254

Dist 7:1-2-4-9-19-39-79 259 482 401 15 1,157

Dist 8:1-2-4-8-17-35-70 447 493 427 11 1,378

Dist 9:1-2-5-11-23-47-94 487 448 450 13 1,398

Dist 10:1-3-7-15-31-62-124 421 493 401 9 1,324

Dist 11:1-3-6-12-25-50-100 452 418 432 17 1,319

Dist 12:1-2-4-9-19-39-78 302 482 352 15 1,151

Dist 13:1-3-7-15-31-63-126 415 470 405 13 1,303

Dist 14:1-3-6-13-27-54-108 496 428 476 14 1,414

Dist 15:1-2-4-8-16-33-67 427 393 444 20 1,284

Dist 16:1-2-4-9-19-38-77 482 377 462 13 1,334

Dist 17:1-2-5-11-23-46-92 397 482 395 6 1,280

Dist 18:1-3-6-12-24-48-96 417 481 407 18 1,323

Dist 19:1-2-5-10-20-40-81 418 423 427 23 1,291

Dist 20:1-2-5-10-21-43-86 391 401 391 7 1,190

Dist 21:1-3-7-14-28-56-112 305 482 305 18 1,110

Dist 22:1-1-3-7-14-29-59-118 490 491 421 9 1,411

Dist 23:1-3-6-12-25-51-102 293 487 388 5 1,173

Dist 24:1-2-4-9-18-37-75 292 441 225 7 965

7.1 Medical Data Set for BP

This algorithm is utilized as a part of two categorical attributes Sex and BP, Sex is male 
or female and BP is high BP, low BP and normal BP and five numerical properties, 
Age is describing the age of a man (years), Person weight (kilo grams), Sports activity 
of a man (1–10), Man consider Sleep on an average (0–24) and Drink is extent of 
drinking of a man. We have classified all attributes and obtained 24 distributions of 
the nodes and travelling path from thirty thousand records and checked the quantity 
of patients with high BP, low BP and normal BP. Every distribution is produced by 
various IF-Then rule. The above rule can be obtained gradually on predicted rules 
of the total class count, every distribution of the node count and travelled path (refer 
the Table 2).
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Fig. 5 Classification tree

The above classification tree is constructed to classify all the attributes to get the 
distribution of the 24 node count values and the travelling path from 30,000 records 
(refer the Fig.4). For the above given method, a big data set was created to check 
the high accuracy with minimum processing time. Figure 5 represent the classifica-
tion tree for the medical data set. The supervised learning testicles were done with 
various amount of data provided to the program ranging from 20,000 to 10,00,000
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and classification is completed. With the increase in number of records. The above 
algorithm improves in prediction of accuracy. Figure 2 demonstrates the prediction 
rules achieved from the database. Figure 4 demonstrates the class distribution at every 
one of the nodes count values. Figure 6 Processing time Scalability in MMDBM and 
SLIQ using Java The results found in this paper is compared with the processing 
time of (SLIQ and MMDBM) Fig. 6 [7], which is mention above. when SLIQ and 
MMDBM (Fig. 6) classifier is compared with fast classifier mining algorithm, we 
get comparable results in the low error least processing time. However the error with 
SLIQ and MMDBM remained constant at larger values. In GPU, the classification 
time is larger than the SLIQ and MMDBM by almost 80%. The processing times for 
classification is shown in the Fig. 7. This test was done on a ubuntu 12.0 along with 
CUDA variant 5.0, The equipment platform comprises of an Intel Core i7-245M 
CPU, 2.50 GHz and 6 GB RAM. Summarized GPU features utilized as a part of the 
experiments. The GPU utilized is a NVIDIA GT525M card with 4095 MB.
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8 Application

1. Healthcare associations can accomplish better insight into disease trends and
patient medications.

2. Public sector agencies can get scam and different threats in real-time.
3. Applications of Multimedia data.

• Face-To-Face class room Courses.
• E-Learning Courses/Distance Education online courses.
• Videos and Photos from social network.

4. Recommended framework.
5. Integration and mining of Bio data from different sources in Biological system

by NSF (National Science Foundation).
6. Classifying the Big data stream in run time, by Australian Research board.

9 Conclusion

A Fast Classifier Algorithm has been programmed to radix sort algorithm on many
coreGPUs and has been tested usingmedical databases. Thismethod can handle huge
number of data set and attributes. The GPUs-radix sort algorithm gives magnificent
scalability with the medical data sets that has been taken for analysis and exploring.
The above problemwas taken into consideration and tested for accuracy and the code
has been provided. We discussed an efficient parallel radix sort algorithm on GPU
and a study on the comparison of computational acceleration ratio (Speed-up) and
efficiency of CPU with GPU for the fast classifier. A case study is used to compare
the classifier with an existing CPU-Radix sort classification techniques and GPU-
Radix sort provides quick and accurate results with less processing time and supports
real time applications. Therefore, GPU mining proves its superiority over SLIQ and
MMDBM classifier.
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Data Analytics of IoT Enabled Smart
Energy Meter in Smart Cities

Kiran Ahuja and Arun Khosla

Abstract In current energy production and distribution system, a smart energy
meter has been a significant conceptual paradigm. There is a dire requirement to
make energy usage more efficient and effective due to limited nonrenewable energy
resources and renewable energies (REs) available at high cost. It creates a critical
environment for future economic developments and social improvements such as
smart cities. In recent years, numbers of smart meters are being installed in residen-
tial areas and other sites of smart cities. Smartmeters are capable to provide numerous
informative recordings of electricity consumption along with accurate processing of
billing, Automated Meter Reading (AMR) data processing, detection of energy theft
and early warning of blackouts, fast detection of turbulences in energy supply, real
time pricing updates, and Demand Response (DR) system for energy saving and
efficient usage of energy generated. To take full benefit of smart metering intelli-
gence, numbers of technical issues are required to be addressed. The major concern
is to work with very large volume of data. There is a need to develop efficient
data fusion and integration techniques. Numerous big data integration and analytics
engines are required, which can perform tasks such as outage management, asset
management and fault detection especially in case of DR system, customer segment-
ing, load forecasting and targeting. Data analytic approaches transform volume of
data into actionable information for consumers, utilities and authorities. Although
numerous analytical algorithms are available, which can process huge volume of
data, but many of these are not capable to complete task sufficiently. A few research
procedures have been accounted for on investigating streaming data, but still needs
a lot of work to be done in making these commercially reasonable. In this chapter,
smart energy meters’ data analytics framework is proposed by employing latest data
processing techniques/tools along with gamification approach for enhancing con-
sumers’ engagement. Benefits of smart energy meter’s analytics are also discussed
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for motivating consumers, utilities and stakeholders. Researchers, utilities, authori-
ties can take benefits from proposed algorithm by planning their future action with 
supplementary participation of real time consumers due to gamification approach. 
By gamification, consumers’ engagement improves and it alters their less sustainable 
behavior on a voluntary basis.

Keywords Smart meter · ICT · IoT · Gamification · Data analytic tools

1 Introduction

Traditional networks are connected with telecommunication technologies, Informa-
tion and Communication Technologies (ICT) to make services more flexible, sus-
tainable and efficient in smart cities to facilitate residents. The diverse components 
of smart city are smart health care, smart energy and smart transportation etc. These 
make cities smarter and more efficient. ICT is a transformation key from traditional 
cities to smart cities. Smart energy is one of the prerequisite components of smart 
cities. ICT along with traditional energy system make it smart energy. The various 
components of smart energy are smart grid, smart infrastructure, and smart meters 
with an appropriate utilization of ICT. The basic need of a smart energy system is to 
acquire the information smartly via smart infrastructure and accumulate the energy 
usage. Optimized consumption of energy is the instant need of moment due to carbon 
footprints, greenhouse gas emissions and global warming etc. The efficient utiliza-
tion of smart metering, storage system and management will provide optimal energy 
consumption. Currently, smart meters are installed in number of residential areas as 
shown in Fig. 1 and other premises. If these are utilized properly, these can provide 
affluent data for analytics by recording electricity consumption. Smart meters make 
easier reading, billing and data processing. These are capable to detect energy losses 
in terms of fraud and cautioning of power outages before time, quick detection of 
disturbances in supply. Installation of smart meters makes possible real-time pricing 
schemes, and demand-response for efficient usage of energy generated and saving.

Smart meters make capable users to review their electricity usage timely by acquir-
ing data. The basic components required for smart metering are shown in Fig. 2. 
When consumers are being aware about their electricity consumption, then they 
will improve savings and make energy efficient system. These activities are together 
known as demand end management, which directly benefits the consumers. The 
acquired data provides facility to understand consumer’s profile, needs and behavior 
for expected outcomes (such as Outage Management (OM), Peak Load Manage-
ment (PLM), and Power Quality Management (PQM)). Better consumer awareness 
is required for reducing energy consumption, which will directly affect the need of 
auxiliary power plants and generated greenhouse gases. By restricting and dropping 
electricity use in the midst of peak hours are cutting down the need of peaker plants 
which in general make higher carbon emissions.
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Fig. 1 Smart energy meter deployed in residential area [20]

Data 
Acquisition 

Data analytics Expected 
outcomes

Residential 
areas

Processing Decision
making 

Fig. 2 Basic components required for smart meter data analytics

Load control aspect of smart meters makes enable switching (On/Off) of indi-
vidual appliances as per need [1]. This feature is helpful to customers when the 
price of power is high and distributors can take its benefit when a network is near 
to its upper limit. The data procured from smart meters will be vital for market 
demands, forecasting load, planning operations, abrupt changes and disruptions by 
performing appropriate data analytics. There are numerous tools and algorithms are 
available for data analytics [2–5]. In this chapter, we propose a data analytics process 
in addition with gamification to change the behavior of user to achieve the targeted 
outcomes (such as energy efficiency, reduction of carbon footprints, change in uneth-
ical behavior of consumers etc.). In Sect. 2, background related to data analytic in the 
field of electricity/smart grids (SGs) is discussed. Proposed framework is described 
in Sect. 3. Comprehensive discussion of gamification approach is provided in Sect. 4. 
Conclusions are drawn in Sect. 5.

2 Related Work

The extensive deployment of smart meters will have serious privacy implications 
as these can unintentionally disclose thorough information about domestic activi-
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ties. Researchers in [6] showed that even lacking of advance familiarity of domestic 
activities, it is feasible to extract consumption patterns from smart meters by employ-
ing statistical techniques. The patterns revealed a range of routine information which 
indirectly ceases the security. There is a need to design and implement privacy 
enhancing smart meter system which can allow utility to achieve their metering 
goals without any compromise with the privacy of customers [7]. However, in [8], 
authors focused on the importance of smart meters in load shifting to off-peak hours 
to take advantage of smart tariff. Ultimately, it reduces cost to customers for working 
during off-peak hours thus improving the reliability of the network.

Authors in [9] built a data signature database for smart meters data management by 
using different time resolution datasets. Data signature scan be employed to identify 
anomalies in different applications such as consumer energy consumptions, commu-
nication networks, grid operation, and control. Data signatures require data correla-
tion among various data sources from transmission and distribution power grids in 
future. Researchers worked on the improvement of energy efficiency by customer’s 
segmentation dependent upon consumption patterns. Energy customers’ segmenta-
tion must be proper for better results. Samples were dispersed due to segmentation 
and created poor correlation among the parameters of electricity consumption. The 
choice of tariff type (non-flat tariff, dual-tariff) helped in deduction of the energy 
consumption. Their approach showed limited improvement due to lack of data sets 
and limited analysis period [10]. Authors in [11] described a predictive model con-
structed from data collected by smart meters for electricity theft detection. Number 
of sources of error and noise in measurement motivated them to apply statistical esti-
mation procedure detection. Their methodology excellently distinguished between 
theft and no theft case. But accuracy for smaller amount of theft is still a challenge 
to resolve. Researchers in [12] identified problems of data privacy and security in 
context of smart metering. To ensure the consumers data privacy and protection, 
some initiatives were suggested such as guidelines for data services provided to con-
sumers, consumer’s control over data release from their end and protocols design 
requirement for data access at consumer end.

In [13, 14], several new techniques and methodologies were proposed, depending 
upon short-term energy interval data analysis for enhancing building’s energy per-
formance and operation. There are number of developments still possible for robust 
mass market implementation. Author in [15], presented an architecture for smart 
homes to address the four main challenges i.e. provision of low-overhead data col-
lection, energy usage characteristics of modern devices, tracking of real time known 
devices’ behavior and automatic detection of unknown devices. Here, smart energy 
meters were employed for efficient data collection and analysis to realize the behavior 
of household devices. For practical implementation, a set of models was constructed 
for accurate dealing with real-world devices than existing models. The modeling 
was employed to track the behavior of specific devices as well as unknown devices 
in smart home outlets. But in future, there is a need to optimize the smart home 
devices efficiency and their performance. Researchers in [16], proposed a fine-tuned 
predictive model for loss calculation in distributive network branch for power theft 
detection. The proposed predictive models were tested on distributed power circuits
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and these showed better results as compared to theft detection by using actual smart 
meters data analysis. Researchers in [17] proposed a set of data mining algorithms 
for analysis of energy consumption patterns. They revealed household characteristics 
and offered attractive visualization of patterns. They aimed to explore algorithmic 
approaches for mining usage patterns and utilized for consumption forecasting and 
development of energy management strategies in future.

Researchers in [6] implemented a hybrid architecture comprises of Spark, Hive 
and PostgreSQL/MADlib to update smart meter data analysis. The architecture 
divided into various layers (acquisition layer, processing layer and analytics layer) 
and supported diverse at a processing units and analytics algorithm. Real-time data 
streams, batch analytics and OLTP (On-Line Transaction Processing) operations for 
social-economic were handled by hybrid architecture. For evaluation, benchmark 
work was conducted and verified its effectiveness. In future work, they planned to 
work on analytic layer and processing layer for enhancement of the performance by 
including more data types such as IoT, water, gas, and heat consumption etc.

Researchers designed a mechanism for acquiring data for customer usage through 
an open source data management platform i.e. Open Smart Energy Gateway 
(OpenSEG), to empower data management of smart meters’ data. The designed 
architecture effectively worked with the ZigBee. It reduced cyber-security risks and 
provided secure data directly from smart meters to customers in real time. It stored 
48 h of current consumption data in a circular cache in XML format and automated 
data transfer to utility. The designed system was used for homes, residential areas 
and commercial buildings in California [18]. The data processing method defined 
in [19] was envisioned for daily, monthly or annual consumption analysis and load 
profiles generation. The two-phased process employed for identifying suspected data 
and then addressed the suspected data with a gap filling process.

Authors presented an inclusive study of smart metering and data analytics for 
smart electricity meter [20]. They established a framework by utilizing analyt-
ics tools for fulfilling the stakeholders’ requirements. The framework identified 
the smart metering limitations and wide range of data analytic tools for major 
activities of SG and smart metering. Furthermore, they concluded that processes 
and work flows for real time diagnosis are still in need to be designed in future. 
Researchers in [21] also designed and implemented a performance benchmark for 
smart meter data analytics tasks by employing five numeric computing platforms 
(Matlab, PostgreSQL/MADlib, System C, Hive and Spark/Spark Streaming). They 
proposed offline feature extraction as well as online anomaly detection framework. 
They generated large number of synthetic datasets from a small real data seed due to 
privacy issues in real time data collection of IoT enabled smart energy meter. Five 
platforms were compared on the basis of multicore machine performance and appli-
cation development effort. Siemens devised highly scalable EnergyIP Analytics tool 
for utilities and power grid operators to handle big data generated by SGs. Complex 
data pattern scan be analyzed for energy theft, identification of overloaded or vul-
nerable devices and load forecasts at different levels of distribution grid dependent 
upon finely granulated meter data [22, 23].
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Authors in [24] comprehensively reviewed the data analysis methods to assist
the Intelligent Energy Networks (IENs). The data analysis focused on consumer
clustering, forecasting demands, energy usage monitoring, pricing, generation opti-
mization, and diagnostics. For data analysis, typical methods were applied such as
linear regression, Support Vector Machine (SVM) and neural networks. Authors in
[25] provided data management technologies and big data solutions for smart grids
along with implementable tools and technical needs. Authors investigated smart
meter data granularity while worried about privacy perseveration [7]. They suggested
that household sorting quality can be modified by artifact development employing
detailed survey.

The development of IENs requires advanced data analysis methods, tools and
technologies which significantly improve the performance of smart energy networks.
To meet the challenge of smart energy system’s big data analysis, development
of new framework is required for effective assistance in the development of IoT
enabled smart energy system. In following section, a new framework is proposed
along with the benefits of data analysis, outlined for encouragement of consumers
as well utilities.

3 Proposed Criteria of Data Analytics of Smart Energy
Meter

In our purposed framework as shown in Fig. 3, the consumer is equipped with smart 
energy meter which collects data on timely basis. Smart energy meters are embedded 
systems with controllers to manage the metering process, display unit, and commu-
nication module. These are comprised of electronic hardware and software to acquire 
data or observe data at desired time intervals along with time stamping. The data trans-
mission’s timing is decided by utilities, as data can be transmitted hourly, weekly, 
monthly etc. It is tough to transmit data after every second, so to track the electricity 
consumption accurately; hour-based data is stored in data logger and then transmit-
ted through communication networks. Various architectures and topologies options 
are available for communication in smart energy metering. The smart meters are 
capable to transmit the data via available communication networks (such as Power 
Line Communications (PLC), Broadband over Power Line (BPL), Radio Frequency, 
cellular (2G/3G/4G/5G), and Wireless Local Area Network (WLAN) etc. For proper 
data transfer, Always Best Connected (ABC) network or ubiquitous communication 
network is required. Smart energy metering is featured with two-way communica-
tion system, it helps utility to control load devices as well as meters from distant 
for smooth processing. Two-way communication system ensures issuance of com-
mand/price signal from the utility to end consumers. Power is required to transmit 
and receive signals; this constraint is evident while choosing the best network for 
ubiquitous communication. A highly reliable communication network is desirable 
for transferring the high volume of data, as number of consumers with smart meters
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is involved at different locations. Selection of a suitable communication network is a 
meticulous process because in this process a number of key factors are involved (i.e. 
huge amount of data transfer, confidentiality of sensitive data, authenticity and preci-
sion in communication data, cost effectiveness and restriction in accessing data). At 
the service provider as well as consumer end, a smart meter communicates consump-
tion. Display unit shows data consumption to the consumers and make them aware 
about their energy usage. On another end, service provider’s pricing information 
controls load devices to regulate user’s assigned load limits and directives.

The data is collected from groups of smart meters in local data concentrators (i.e. 
Data Concentrator Unit (DCU)/Distributive Fog Computing (DFC) devices). Two 
main challenges come up from data management point of view while monitoring 
smart power networks: First one is real-time data acquisition, which is being resolved 
by deploying smart energy meters for reading consumption data over short time 
periods and second one is big data processing. To address these issues, distributive 
fog computing [26] (also known as edge computing) concept have been employed. 
The DFC devices worked as local servers with feeble performance. These devices are 
composed of distributed computing system such as personal, private and enterprise 
cloud. Location awareness and low latency are the two prominent characteristics of 
DFC.

Subsequently, data is sent to data storage devices (data servers) using a backhaul 
channel to cloud where data storing devices, servers, and processing amenities along 
with managing and billing applications reside. The collected data consists of critical 
personal information so the storage amenities need to be disaster proof and requisite 
back up plans for unexpected scenarios [27]. The cost hike is occurred with such 
provisions. Virtualization and cloud computing solve these issues smartly [28, 29]. 
Virtualization permits accessible resources fusion to get better efficiency and good 
investment returns, though it needs extra technology and complexity. Cloud com-
puting enables virtual resources access at different locations, yet it brings serious 
concern for data security [30, 31]. Cloud computing has constraints in terms of var-
ious regulations and laws applied for data collection from diverse locations. Cloud 
computing on the other hand, reduces the cost of special purpose data centers as it 
utilizes the competence of diverse service providers [32]. Timing synchronization 
is significant for consistent transmission of data to cloud or other centralized sys-
tems for data analysis and bill management. It is a serious issue in case of wireless 
communication network.

The main components required for data analytics are data center infrastructure, 
servers for data handling, storage system, data base system, virtualization systems for 
efficient utilization of discrete storage devices and computing resources. The basic 
purpose is to utilize all available data from various resources, link together with 
accessible data analysis, data mining techniques, and infer valuable information for 
decision makings. Data analysis provides information in the form of consumption 
patterns, thermal sensitivity, daily profiles, classification of consumers, anomaly 
detection etc. Here, data analysis can be done by employing data analytic tools as 
described below to provide the information to the utility in a useful form.
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3.1 Data Analytics Tools for Smart Energy Metering

There are numerous mathematical tools (i.e. machine learning, deep learning, data-
mining [1–33]) and statistical techniques (such as Self-Organizing Maps (SOMs 
[34]), Support Vector Machines (SVMs), Principle Component Analysis (PCA), and 
Fuzzy Logic (FL)) exist for smart metering [35]. Data analytics tries to realize suitable 
patterns or associations in a collection of data. The main goal of data analysis is to 
realize unknown associations among the data, especially when the data originates 
from different databases. The analysis utilizes advanced statistical methods such as 
clustering, classification, regression, forecast, anomaly detection, sense cyberattacks 
and demand response supply system.

Unsupervised learning is widely utilized for clustering of high-dimensional data 
vectors. It has ability to summarize the input data space and envision outcomes for 
interpretation. It enables the pictorial inspection of probable patterns and structures 
of data which can be directly employed for clustering and produces useful informa-
tion. In smart energy metering, SOM, real time processing tools, batch processing 
tools, hybrid processing tools and customer analytics tools etc. have been generally 
employed for exception capture and profiling [36, 37].

Supervised learning is mainly employed for pattern recognition for classification 
and regression analysis. SVM [38], Multi-Dimensional Scaling (MDS) [39], Grade 
Correspondence Analysis (GCA) modelling, Periodic Auto Regression (PAR) algo-
rithm [21] etc. are examples of data points’ mapping in space for separating the 
categories with clear cut gap margins. These have been utilized for appliance-type 
recognition from smart meter data collection [40, 41] and for electricity theft detec-
tion also [42, 43].

Various mathematical tools are required for data aggregation [44], data reduc-
tion technique for consumption analysis [45] and detection of anomalies caused by 
malicious modification of data network [46] PCA, Collective Contextual Anomaly 
Detection using Sliding Window (CCAD-SW), Ensemble Anomaly Detection (EAD)
[47], ARIMA and adaptive Artificial Neural Network (ANN) [48] are tools which 
generate orthogonal linear transformation, and translate data to a new coordinate 
system in such a way that the highest variance by any projected data becomes first 
coordinate and the second greatest variance becomes second coordinate etc. [49].

To improve the clustering consistency and cyber-attacks detection, FL has been 
employed. It makes an automatic decision-making platform for SGs. It is a tool of 
reasoning which approximates the values rather than crisp values. In [34, 42, 50] 
FL has improved the reliability of smart meters clustering, which is required to 
handle scalability issues. Intelligence in SGs and integration of technologies make 
the system open to cyberattacks. In [51], a FL-based technique was detecting cyber-
attacks efficiently. These are some of the examples that show how existing techniques 
can be deployed.

Other mathematical tools such as Hidden Markov model and Bayesian techniques 
are utilized in various smart-metering applications, e.g. load disaggregation [52], 
appliance recognition [53] and power demand analysis [54]. In a broader range,
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numerous methods are tailored and applied for smart metering for more benefits and
efficiency. Table 1 points out the numerous methods and technologies employed for
various data analytic processes.

3.2 Benefits of Data Analytics of Smart Energy Meter

Smart meters data analytics can optimize, manage and address peak demand issues
for smart grids.Utilities/Stakeholders can better understand consumers’ consumption
patterns for providing personalized services to consumers. Moreover, consumers can
better understand their own consumption ratings, and help themselves by saving
energy. In the following points, smart energy meters data analytics’ benefits are
highlighted [6]:

• Consumption analysis and pattern discovery facilitated both consumers as well as
utilities to take energy efficient decisions.

• Segmentation of consumers as per consumption and load profiles, promotes the
most suitable energy-savings plans to a targeted segment.

• Induction of energy rebate or energy efficient programs.
• Forecasting of individual customer’s energy consumption (e.g. daily, weekly, and
monthly) is possible.

• Consumers can compare and correct the service providers’ performance.
• Unpaid energy bills can be identified for revenue protection and may be reduced
in future.

• Power quality monitoring (phase, voltage, current, active and reactive power,
power factor) and its improvement.

• Smart home energy data management becomes easier.
• Anomaly detection possible.
• Equipment load management.
• Time-based pricing possible.
• Failure and outage notification.
• Remote command operations (turn on/off) by two-way communication with other
intelligent devices.

• Energy theft detection.
• Load limiting for Demand Response (DR) purposes.
• Environmental conditions improvement by reducing carbon emissions via efficient
power consumption.

• Feedback service allows sending alert and awareness messages and comparative
statement with respect to pre-set time interval.
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Table 1 Data analytic tools for smart energy metering

S.no. Process Tool

1. Clustering [56–69], exception
capture [70], profiling [38]

• Self-organizing maps (SOMs) [36]
• Hierarchical cluster analysis [63]
• Agglomerative clustering algorithm based on
Ward’s method [71]

• C-means [72]
• Real time processing tools [73]
• Batch processing tools [73]
• Hybrid processing tools [73]
• Customer analytics tools (Hadoop, Storm, Flink,
Spark) [73, 74]

• Chicco [75]

2. Recognize patterns, classification
[10, 15, 16, 18, 57, 76, 77],
regression [78–80], electricity
theft detection [43, 44]

• Support vector machines (SVMs) [39]
• Lance–Williams algorithms [81]
• Multi-dimensional scaling (MDS) [40]
• Grade correspondence analysis (GCA) [82]
• Grade Stat tool [83]
• Sequential pattern discovery using equivalence
classes (SPADE) algorithm [84]

• Non-technical and technical loss model [11, 85,
86]

• Periodic auto regression (PAR) algorithm [6]
• Naive Bayes algorithm [6]
• Off-the-shelf classifier [7]
• Decision tree classifier [7]
• NP-complete [7]
• Greedy approximation algorithms [52, 87]
• Random forest [88]
• AdaBoost [89]
• Beckel’s algorithm [90–92]

3. Data aggregation [45],
consumption analysis [20, 1, 15,
46, 60, 93–98], detection of
anomalies [38, 50, 99–117]

• Principle component analysis (PCA) [50]
• ARIMA and adaptive artificial neural network
(ANN) [49]

• K-nearest neighborhood (KNN) [102]
• PARX [118]
• Log-normal distribution function [118]
• Statistical-based [119]
• Nearest neighbor-based [119]
• Cluster-based [119]
• Classification-based [119]
• Spectral decomposition-based techniques [119]
• Unsupervised contextual and collective detection
approach [120]

• Stacked sparse autoencoder [121]

(continued)
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Table 1 (continued)

S.no. Process Tool

4. Improve the reliability of
clustering, detecting
cyber-attacks [12, 122–128]

• Fuzzy logic (FL) [34, 50–52]
• Analysis process designer (APD) [129]
• Data mining (DM) workbench [129]
• Knowledge discovery in databases (KDD) [129]
• SAPNet weaver business intelligence (SAP BI)
[129]

• Trusted platform module (TPM) [128–134]

5. Load disaggregation [48],
appliance identification [49],
supply demand analysis [53, 135]

• Non-intrusive load monitoring (NILM) [15, 16,
136, 137]

• Bayesian and hidden Markov model techniques
[138]

• Autoregressive integrated moving average
(ARIMA) model [139]

• Engineering algorithms [140]
• Hourly simulation modeling [140]
• Billing data analysis [140]
• Interval meter data analysis [140]
• End-use metered data analysis [140]
• Statistically adjusted engineering (SAE) billing
analysis [140]

• NOSQL demand response automation [141]

4 Gamification Approach

The smart metering has a potential to assist humanities for collective goal of dropping 
energy demand and accepting energy-efficient lifestyles. Smart meters deployment 
and data analytics ultimately require the adaptation and action by society and com-
munities to ensure success. By deploying smart meters, energy-related behavioral 
changes and enhancement in the energy efficiency is only possible by active engage-
ment of consumers, especially in the household domain. To create a relation with 
the end-consumers and awake awareness among them require a motivational and 
knowledge enhancing system as shown in Fig. 4. Gamification is such a technique 
which activates natural wish for competition, accomplishment, rank, learning and 
self-expression. By gamification, participants’ engagement improves and alters their 
less sustainable behavior on a voluntary basis.

In the proposed framework, consumers are act as players. The consumers 
remain motivated by offering rewards in lieu of their respective energy related 
tasks/achievements. Consumers gain points dependent upon their desirable behavior, 
less frequent usage of high electricity consuming devices and other activities. The 
game’s objective is to change the behavior of consumers towards electricity usage 
and saving energy for improving efficiency.

For motivational purpose or enhancing consumers’ engagement as well as knowl-
edge, following criteria are needed to follow:
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Fig. 4 Represents cloud gamification process [55]

• The current status and points must be displayed on a website of game designed
for smart energy system, Facebook, Twitter etc.

• Compare consumers’ real energy usage with neighbors and friends for rendering
the participation.

• The gamemust consist of valuable information about energy savingmethods, hints
for energy behavior, and recommendations for energy efficient devices usage.

• To increase energy efficiency, reward points can be presented for every kWh saved;
in case peak demand hours load shifting reward, points can be added for every
shifted of kWh.

• Rewards can be categorized into personal, material and competitive rewards to
encourage consumers. Penalty points can also be added for caution participation
of consumers.

• Goals and levels in game are required to add time to time for provisioning of
continuous motivation to consumers.

• To communicate the outcomes and winners of the game, utilities/companies can
use additional communication media like publications of the utilities, local news-
papers, newsletter etc. and a newsletter can also be used for reminding the con-
sumers about future game events, new goals or levels.

• Promotion of the game must be organized by the utility/company accountable for
the smart metering.

• The energy utilities must encourage billing by simply tweeting or using a link,
which can take the consumer to the payment gateway directly.

• Deliver personalized experiences at moments that matters via gamification.
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• For children, there must be an extra fun section in which they can competent to
play energy related games and full emphasis on the importance of energy savings
schemes (e.g. sustainability, environmental conservation, climate change, etc.) and
also offer opportunities and recommendations so that children can save energy.

• Search partners/sponsors for game advertisement and extra inputs for
rewards/prices offer to consumers.

• Game rules need to be flexible for consumers, so that these didn’t over burden
them.

• Consumers in the game utilize private data from smart meters so they must be
conscious about data security and privacy.

Gamification techniques are capable to make effectively motivational behavior
change, when these are implemented on everyday life routine. In addition, with 
gamification, social comparisons among electricity consumers effectively trigger 
motivation. Thus, both competitive and collaborative perspectives work together with 
social contribution for attaining the collective goal of improving energy efficiency. 
Environmental concerns are affected by this approach and it significantly reduces 
carbon emissions. Behavioral changes also educate and guide consumers towards 
appropriate actions and motivate engagement in energy-saving practices.

5 Conclusion

With the extensively employment of smart meters in smart cities, production of con-
siderable volume of data, offering the opportunity for utilities/companies to improve 
end-consumer’s services, lowering the cost, enhancing energy efficiency from con-
sumers’ point of view, significant amount of reduction in the bills and energy sav-
ing. Smart meters data analytics is a tedious task, it involves data acquisition, pre-
processing, analysis and visualization. In this chapter, we proposed a new frame-
work for data analytics of IoT enabled smart energy meter. The approach consists 
of various data analytic tools for analysis and gamification technique for consumer 
behavioral change towards electricity utilization. The proposed approach’s data anal-
ysis focused on consumers clustering, forecasting of energy consumption, dynamic 
energy pricing, monitoring, energy generation optimization dependent upon demand 
response criteria, cyber-attacks and anomaly detection tools. Correspondingly, exem-
plary methods such as support vector machine, self-organizing maps, linear regres-
sion/prediction, and artificial neural networks etc., can be broadly employed. The 
benefits of data analysis of smart energy meters are outlined to encourage consumers 
and utilities for analysis. Game design techniques and mechanics integrated with 
smart meters to facilitate utilities for enhancing awareness among consumers, pro-
motion of new offers and announcement of future plans. Gamification technique 
creates playful environment for consumers, attracts young generation and helps in 
raising energy policies and management issues. Data usage privacy and security rules 
are need to be perfectly designed by gamification approach to avoid ambiguity or



Data Analytics of IoT Enabled Smart Energy Meter in Smart Cities 169

cyber-attacks. Consumers save energy and improve energy efficiency by behavioral
change triggered by gamification approach indirectly reduces the carbon emissions,
which is the emergent requirement of upcoming green smart cities.
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A New and Secure Intrusion Detecting
System for Detection of Anomalies
Within the Big Data
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Abstract With the rapid growth of various technologies the level for the security
has even become quite challenging and for the recognition frameworks in anomaly,
several methods and methodology and actions region unit created to follow novel
attacks on the frameworks or systems. Detection frameworks in anomaly upheld
predefined set of instructions and protocols. It’s hard to mandate all strategies, to
beat this countless machine learning plans and downside unit existing. Unique issue
is Keyed Intrusion Detection System namely kids that are completely relying on key
privacy and procedure used to produce the key. All through this algorithmic program,
intruder only ready to recoup or improve key by communicating with the Intrusion
Detection System and perspective the tip result after it and by abuse this theme can’t
prepared to meet security norms. In this way supported learning we’d quite recently
like the topic that can assist us with providing extra security on Data Storage. To
reduce the attack risk, a dynamic key theory is bestowed and analyzed we’ve an
inclination to face live about to planned theme for extra security that is ready to be
secure delicate information of fluctuated domains like in consideration area enduring
associated information like contact points of interest and antiquity.
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1 Introduction

With the rapid increase use of wireless network [1–4] services and applications, secu-
rity becomes a primary concern. From security view, data integrity and confidential-
ity are major issues for information systems. As of late utilization (recent years) of 
web has been improved awesomely. The majority of persons utilized cloud [5–13] 
numerous (avoid wasting) and lots of it utilize web to transmit their information. 
Here remains likelihood that the information could be hack and see defrauded (vic-
timized). On behalf of higher assurance after such unapproved or unapproved peers, 
varied finding in Anomaly identification proof designs are displayed in continuous 
year. Security drawback separated into dual gatherings in that malicious is the first 
one and elective is non-vindictive movement. Cryptography is the way of securing 
information by making sure that the data can be understood only by the authenti-
cated person. Once you encode your file, you can configure the file to be encrypted 
by using Dynamic Key Generation and Dynamic Key distribution policy and asset 
delivery policy [14]. The information encryption, decryption process become one 
of the most commonly means. A malicious assault or attack is an undertaking to 
explicitly misuse or favorable position of some individual’s Computer, paying lit-
tle heed to whether over system faults, shared building, elective varieties of shared 
planning and phishing. Might be finished the goal of taking specific material, (for 
example, in social network) or to downsize the common sense of an objective system. 
Hateful Code chiefly Pelt in Message, site, genuine urls and etc. as Associate in illus-
tration or example Viruses, Worms, Phishing, Spam, Trojan Horse. Non-malignant 
(Malicious) intruders happen because of safety arrangements are poor, it handles the 
susceptibilities change, and missteps or mistakes toward require put. There are two 
essential strategies in cryptography symmetric and asymmetric cryptography tech-
nique. Symmetric cryptography—In this method, an entity can transmit data over a 
transmission channel by using a single key for both encryption and decryption.

Asymmetric cryptography—In asymmetric method key, mainly two keys is used 
for encryption and decryption. One key will be utilized for encryption technique, and 
another key will be utilized for decryption [15]. An intrusion detection system might 
be a tool or software package request, which overlooks the framework, or system 
that exercise the malicious activities or advent violations and processes reports to a 
management station. IDS region unit reachable in an extremely shift of “flavors” and 
approach the independent of sleuthing distrustful activity from various perspectives.

There are 2 detection systems mostly networking based intrusion detection sys-
tems and Host Based detection (intrusion) systems security system in Network is a 
NIDS that specialize in the assaults which originated from the at intervals of the users 
in approved or network. A few frameworks may imagine stopping interruption yet 
be that as it may this can be often neither required nor expected of a watching system 
[16]. In order to evade detection the intruder makes some arrangements that effect 
forever. In expressions of system safety, the evasion attack implies that bypass a flaw 
in (an exceptionally very) security framework that allows an intruder to maintain a 
strategic distance from security and its mechanism to induce framework or system
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network access therefore on attack, or various form of malware, deliver an exploit, 
whereas not detection evasions area unit usually accustomed counter system-based 
interruption recognition and obstacle frameworks yet can likewise be acclimated 
by-pass firewalls. To Smash a System Security in a network device, some additional 
targets of avoidance are interpreting it in-successful to succeeding focused on attacks 
which are specified. A small amount of detection schemes area unit introduced in a 
decade ago with monitor from such avoidance attacks. In this paper, our motive is 
to avoid attacks at regular intervals. A one within the entire theme to avoid attacks 
which in a evasion is Intrusion (keyed) Detection System. These systems first time 
introduced at DIMVA’10 by Drazenovic at and Mrdovic. The mainly important a 
part of attacks (network or system) take place at the applying layer, analyzation of 
payload in a packet is important for finding out. Sadly, packets with malicious may 
even be organize to ancient weight, if the detection technique in anomaly is believed 
to avoid detecting.

Traditional payload model is essential needy or depend. For each execution of 
the strategy a secret key acts different and it is reserved secret. So model of ancient 
payload is secret though public detection technique in order to prevent attacks.

2 Literature and Background Work

The Machine learning has been utilized as a part of huge region of security related 
assignments like system interruption discovery and spam separating, malware and, to 
recognize amongst malevolent and justify sample tests is not flippant issue. Antag-
onistic learning research not exclusively been immediate the issue of break down 
security of common learning Algorithms to deliberately focused on attacks, yet in 
addition that of plan learning algorithms with update security. A certain presumption 
at the back of machine learning and pattern recognition algorithms are that train-
ing information or test information are delivering from the same, potentially not 
known. The attacks are greatly effective, demonstrating that it is sensibly simple for 
an attacker to recoup the key in any of the two algorithms which is utilized as a part 
of this intrusion detection framework [17–34].

2.1 Antagonist Study and Avoidance

In Security connected issues or tasks like network interruption discovery and mal-
ware and separating the spam Machine Learning [35–37] has wide utilized to per-
ceive among st vindictive and genuine examples is significant issue, Dalvi explorer 
indistinguishable issue in [38] consequently evasion will be ordered. In any case, 
these issues are especially troublesome for machine learning calculations because 
of the nearness of adaptive adversary and intellectual who will sensibly control the 
input information to minimize the execution of the recognition framework (system)
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which violate the essential assumption of information inactive, training and test 
information follow a parallel (although generally unidentified) division. Research 
in antagonist study has not solely been addressing to the issue of addressing safety 
of flow learning Algorithms to de-liberately focused on attacks, anyway likewise 
that of learning calculations and algorithms with enhanced security. Toward for pro-
tecting avoidance attacks, express data of various types of antagonist information 
exploitation takes remained integrated into study. By considering some algorithms 
example like game-theoretical. A hidden statement behind pattern recognition and 
ancient machine learning algorithms is that instruction and test data are drained from 
a similar, in all probability anonymous, division. This statement is still feasible to 
be offended in antagonist settings, while attackers could suspiciously organize the 
participation file to downgrade the performance of a network. The observations of 
Meek and Lowd are that the enemy needn’t mold the classifier plainly and individual 
invention instance of bottom attacker cost as within the setting in Dalvi et al. For 
antagonist classifier reverse engineering (ACER) problem they formalize a notion of 
turnaround engineering. Given an aggressor cost operate function; they examine the 
complexness of decision at least attacker cost occurrence that the classifier marks as 
negative. They imagine no information of general data, although the antagonist will 
understand the feature area and additionally should have one helpful example and 
one unhelpful example. In this a learning problem named ACER delivers a method 
of qualify however tough toward exercise requests to turn around contrive a classifier 
from specific assumption class using a specific quality space. They show that linear 
classifier is ACRE learnable with linear few alternative minor restrictions and attacker 
cost functions. In this ACRE-learnable is a classifier present a question algorithm is 
a polynomial that discoveries an attacker cost lowest undesirable example.

2.2 Preventing Strategies on Evasion

Dalvi et al. [39] Initiate an alternate set of attacks which is a polymorphic, known 
as integration (mix) attacks, that might effectively avoid network anomaly which 
is on a IDS frequency (byte) based through suspiciously identical the information 
of the attack instance which is mutated to the expected profiles. The predictable 
polymorphic combinations which are integrated attacks will be analysis as a sub-
class of the attack which called mimicry attack. In this author capture a reasonable 
method to the problem and properly define the phases and step by step process 
needed towards embrace obtainable such attacks. They not exclusively explain that 
such attacks are achievable but furthermore investigate the stability of avoidance 
under totally dissimilar conditions. By using a byte frequency-based anomaly IDS 
and PAYL it will present a complete and detailed method. For monitor the packet 
payload for anomalies, several application anomaly IDS are considered. G. Fumera, 
F. Roli and B. Biggio experiments and shows the results (which are systematical) 
supported and consequent the methodical structure, which shows data hiding to the 
antagonist through the minimization of the judgment utility, will look up the inflexi-
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bility classifier avoidance. Kruegel et al. outlined four absolutely unusual models, in 
particular, length, character dissemination, probabilistic illustrative phonetics, and 
token discoverer, for the introduction of HTTP assaults. PAYL, arranged the records 
by Stolfo and Wang which is meaningful recurrence of event of each byte contained 
by the payload of a regular bundle or packet. A different framework is made for each 
port and bundle length. In their original edge work, the creators educated an enhanced 
depiction regarding PAYL that processes different shapes designed for each port. By 
the maximum point of the movement, group is achieved to diminish the quantity of 
outlines. The main problem of the structure is that they are responsibility not consider 
a difficult attacker, who could know the IDS operation at the objective and aggres-
sively try to avoid it. Data Security is supposed to be providing in each organization 
as it is the major necessity for every excellent work. Author contemplate a technique 
consisting in hiding from everything data around the adversary toward the enemy 
complete the presentation of a little randomness within the assessment function and 
target a completion of this approach throughout a classifier system which is a mul-
tiple. The implementation of this process applies to all those areas where the data 
security is desperately needed to its best quality.

2.3 A Secured Intrusion Detection System

Barreno et al. [40] planned Intrusion Detection System (Keyed) within which key 
(secret) plays key role. Anomaly detector in network or system reviews payloads in 
a packet.

The projected procedure takes three essential phases for key completion which 
are discussed in following subsections.

(1) Instruction Method

In this method payload separated into words, the sequence of byte which called as 
words placed among delimiters.
From this any unique 2-byte assign to secret set. These sets are once more classified 
into frequency count and straight words.

(2) Detection Method

In this mode (detection) abnormality score get counted according to word rate of 
recurrence count (frequency).

(3) Selection of Key

The Key got chosen when its score and checking its recognition quality. For Gener-
ation of new key 3 steps want to repeat every time (Fig. 1).
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Fig. 1 Generation of new key

2.4 KEY Recovery Attacks

Attacker takes smooth the progress of several requests to urge supplementary data 
associated to secret key. The Research Analysis of Arturo Ribagorda Juan Benjamin 
Ramos E. Tapiador, Agustin Orfila, expressions that in Induction Detection method 
attacker basically intelligent to act through it and process the response of the collab-
oration attacker and their attacks arranged the protected data, with the help of these 
attack, it makes 256 exact queries to Detection System 256 with every cautious key 
component and one ending query to see that set parallels to the key.

3 Existing System

The Antagonist classifier turns around engineering downside (ACRE) because the 
work out of learning adequate data a couple of classifier to build attacks, moderately 
than craving for higher methods. The main question of calculating higher ways 
towards alters an attack so it avoids recognition by a classifier named as Bayes. In 
present system, the construction of the matter fundamentally in hypothetic (game) 
terms, wherever every alteration in occurrence is higher and self-made recognition 
and evasion consume numerable utilities to the classifier and also the antagonist, 
severally. The setting utilized in thought an antagonist with crammed with data of 
the classifier to be evaded. Shortly when, on the other hand evasion is done once 
such data is unattainable.

Here uses a oracle association as unlimited antagonistic model: Likewise, a clas-
sifier is ACRE k-learnable if the value isn’t minimum however enclosed by k. Thus, 
result thought is to search out example with a functional scope of question for avoid 
discovery. If there exists a calculation that finds an insignificant cost case avoid dis-
covery use exclusively poly-ostensibly a few inquiries then a classifier is asserted 
to be ACRE learnable. Intended for approximately open issues and contests con-
nected with the evasion classifier downside. The role of machine learning in security 
application Supplementary some extra works have reentered, with thorough stress on 
anomaly appreciation. Among the outcomes given, it’s confirmation that direct clas-
sifiers with continuous alternatives are ACRE k-learnable for straight value works 
subsequently, these classifiers not proper for adversarial situations and won’t be uti-
lized. Later work by sums up these outcomes to arched instigating classifiers, seeing 
that it’s regularly not important to pivot design the decision limit to assemble con-
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cealed cases of close insignificant cost. The disadvantages of existing systems are as
follows:

• Malicious Node expends extra vitality
• Doesn’t get together with security models.

4 Proposed Work

Our strikes are to an excellent degree working on, showing that it’s rationally clear to
recover the key for a guilty party in any of the settings inspected. We tend to assume
that such a nonappearance of security reveals that designs like kids shouldn’t envision
key-recuperation attacks. The attacks here showed could be thwarted by displaying
distinctive spontaneous security methods the structure, on behalf of example, com-
pelling the maximum outrageous size of words and payloads, which containing such
cost as demand parts. Presently we have combat/fought that obstacle against such
strikes is essential to any classifier that undertakings to disappoint evading by relying
on a riddle bit of information. We have given swap on this and extra open demand
in the trust of including further research about there. Along these lines, our proposal
for possible arrangements is to create choices considering liberal measures rather
than detailed solutions. Our point is redesign intrusion detection system and meets
all properties that add the security with the objective and is able to prepare towards
anchor store information in vast information bases.

4.1 System Structural Design

• Node Creation
• Node Routing
• Recovery Attacks (KEY)
• Key Anomaly Detection
• Antagonist Models Revisited (Fig. 2).

Node Creation Node Routing Recovery Attacks  

Key Anomaly DetectionAntagonist Models RevisitedPerformance odels 
Revisited 

Fig. 2 System design
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4.1.1 Node Creation

A structure Node (center point) is relationship points that can get, make, store or send
data along appropriated compose routes. Every framework or system hub whether
it’s an endpoint for data transmissions or a redistribution point, has either a modified
or fabricated capacity to see, process and forward transmissions to other framework
hubs. Network hubs appeared with the utilization of dispersed systems and packet
exchanging. Nodes play out a variety of functions. A system hub is a gadget that
plays out a particular function. Every hub needs a MAC address for each system
interface card (NIC). The individual computers on the fringe of the network, those
that don’t likewise interface different systems, and those that frequently associate
temporarily to at least one cloud are called end hubs. Normally, inside the distributed
computing build, the individual client/client computer that interfaces into one very
much oversaw cloud is called an end hub. Since these computers are a piece of the
system yet un-managed by the cloud’s host, they introduce noteworthy risks to the
whole cloud. Node is the tool that we will be using to build our server (Fig. 3).

4.1.2 Node Routing

Routing is the way toward choosing a way for activity in a system, or between or over
numerous systems. Extensively, it is performed in numerous sorts of systems, includ-
ing circuit-exchanged systems, for example, people in general exchanged phone
arrange (PSTN), and PC systems, for example, the Internet. General useful PCs
likewise forward bundles and perform routing, although they have no exceptionally
enhanced equipment for the task. The routing process often organizes sending based
on directing tables, which preserve up a highest of the courses to dissimilar system
goals. Routing tables might be indicated by a director, learned by observing system
activity or worked with the help of routing conventions.

Here a remote framework is made. Every one of the center points are randomly
sent in the framework area. This framework describes the relationship of collaborat-
ing programs in an application. Centers are doled out with adaptability. The server
segment gives a capacity or administration to one or numerous systems, which start
demands for such services. Servers are characterized by the administrations they pro-
vide. Here able to do or adjusted for diverting effortlessly starting with one then onto

Fig. 3 Node creation



A New and Secure Intrusion Detecting System … 185

the next of different hubs and so on. Hubs center points’ transportability is set center
move beginning with one position then onto the following. Source and destination
are portrayed. Data traded from source center point to end center (Fig. 4).

4.1.3 Recovery Attacks (KEY)

The risk of the misusing the data is not only during its transmission but also at its
source address before the data is transmitted. Here in this framework, job doesn’t
suitable fit confidential in light of the way that our standard target isn’t to strike the
knowledge count itself, but instead to recuperate one quantity of secret information.
The key distribution accesses the key storage and gets accesses to all the keys on their
levels of encryption, along these lines, might be essential to effectively dispatch an
evasion attack. KIDS Anomaly Detection System is the one important issue begins
from the nonappearance of broadly perceived contradicting models giving a right
depiction of the intruder’s goals and, his capacities one suchmodel for securemachine
learning and discussed distinctive general strike classes. The keys need to be stored to
maintain the record of keys divided among the users. Key organization concerns keys
at the customer level, either between customers or frameworks. This is instead of
key booking; key arranging ordinarily suggests within treatment of the key material
within the activity.

4.1.4 Key Anomaly Detection

The uncertainties made about the aggressor’s capacities are essential to genuinely
separate the security of any arrangement, yet some of them may well be improbable
for a few applications. Obstinately known with the center of attention talked worried
over is that they got to set up doubtlessly described and induced badly arranged
models for secure machine learning calculations.

Fig. 4 Node routing
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4.1.5 Antagonist Models Revisited

There occurs a inquiry calculation of polynomial that finds a most minimal assailant
cost negative case. Encryption plays a significant role in not only providing security
but also creating a sophisticated environment for an intruder to decrypt the code
easily. The data encryption life cycle changes its form dynamically from one phase
to another in a cyclic fashion (Fig. 5, 6 and 7).

In this a couple of similarities in cryptography with Chosen normal text Attacks
(CPA). This theory has remained finished by various mechanisms in protected chain
learning.

Fig. 5 Data encryption cycle

Fig. 6 Overall system design

Fig. 7 Block diagram of
recovery attack
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5 Performance Analysis

In this paper we have measure the performance analysis by means of secret key
generation through KDC and generated key in terms of both data presented in
Fig. 8. Another performance analysis we have taken care by means key storage
in the database which are used for accessing the data into the various levels which is
represented on Fig. 9.

Fig. 8 Secret key generation
through KDC

Fig. 9 Key storage access in
various levels
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6 Conclusion

We have investigated the quality of Intrusion Detection System against key-
recuperation assaults and have showed key-recovery assaults as per ill-disposed set-
tings, contingent upon the criticism given by KIDS to testing inquiries. A conclusive
objective is to keep away from the structure, and we have as of late expected that
knowing the key is key to make an attack that avoids recognizable proof or, in any
occasion, that out and out supports the system. It remainders to be realized whether a
keyed classifier, for example, Intrusion Detection System can be essentially avoided
without plainly improving the key. Investigation in this paper shows sensibly on
behalf of attacker to recoup the key. Our concentration in this effort has been on
recuperating the key through capable techniques, displaying that the course of action
procedure spills data about it that can be utilized by a hacker.
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Geospatial Big Data, Analytics and IoT:
Challenges, Applications and Potential

Ramgopal Kashyap

Abstract Machine learning gives to great degree critical instruments for astute
geo-and ecological information investigation, handling and representation. This
chapter introduces a review of provincial arrangement of ecological information,
record of consistent natural and contamination information, including the utilization
of programmed calculations, enhancement of checking systems. Machine learning
calculations are intended to distinguish proficiently and to foresee precisely designs
inside multivariate information. They give investigators computational apparatuses
to help prescient demonstrating and the understanding of associations of informa-
tion. The examination of giant volumes of stand-out variable geospatial info utilizing
machine learning estimations thus offers out of the question confirmation to trade
and analysis within the geosciences. Geosciences info square measure currently and
once more delineated by a restriction within the variety and transports of direct
acknowledgments, static amendment in these info associate degreed an uncommon
condition of interclass fancy and interclass likeness. Therefore the unnoticeable seg-
ments of however estimations square measure connected ought to during this means
are fitting to the setting of geosciences info. This would love to utilize machine
learning as systems for understanding the abstraction development of advanced land
ponders lead a focused and careful examination of machine learning estimations,
tending to the general machine learning techniques, for coordinated lithology depic-
tion application in addition build and check a unique framework for increasing robust
evaluations of the weakness connected with machine learning calculation add up to
desires. The experiences snatched from these examinations prompt the any amend-
ment and examination and utilizing machine learning that address the difficulties
attempt geoscientists for geospatial controlled depiction. Standards square measure
created that detail the orchestrating and blends of various abstraction info, the amend-
ment of organized classifiers for a given application and therefore the extraordinary
quantitative and abstraction assessment of yields through associate degree intelli-
gent examination in a very zone that’s created courses of action for cash connected
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mineralization, the combo of coordinated and unattended machine learning esti-
mations for the elemental examination of past land maps and indicating of great 
elucidations of geographical wonders.

Keywords Artificial neural network · Big data · Cloud computing
Machine learning · Geospatial data analysis · Internet of things

1 Introduction

One of the imperative issues which are confronted these days is the means by which 
to deal with, to get it furthermore, and to demonstrate the information if there are 
excessively numerous or excessively few of them. Noteworthy issues are emerged 
while managing expansive information bases or extensive stretch of perception, e.g. 
design acknowledgment, geophysical observing, checking of uncommon occasions 
characteristic dangers, and so forth. The real issues in such case are the manner 
by which to investigate, break down and picture the seas of accessible data [1]. 
A few critical uses of Machine learning algorithms for geospatial information are 
discussed in this chapter: local characterization of ecological information, mapping 
of ceaseless natural information including programmed calculations, advancement 
of checking systems [2]. ML is a critical supplement to the conventional strategies 
like they are nonlinear, versatile hearty and all inclusive apparatuses for designs 
extractions and information demonstrating. Accordingly they can be effortlessly 
actualized in natural choice emotionally supportive networks as information driven 
demonstrating apparatuses. As a rule, geospatial information is not just information 
considered in a topographical a few dimensional spaces however information in high-
dimensional spaces made out of geo-highlights. In this chapter just some main errands 
and applications are considered alongside the introduction of relating programming 
apparatuses.

2 Machine Learning for Geospatial Data

To start with, let us say some run of the mill qualities of geospatial wonders and nat-
ural information: nonlinearity straight models have restricted relevance, spatial and 
fleeting non-stationary, i.e. much of the time speculations of spatio-fleeting stationary 
second-arrange stationary, inborn speculations cannot be acknowledged; multi-scale 
fluctuation high fluctuation at a few topographical scales, nearness of commotion 
and extremes/exceptions; multivariate nature, and so on. These “particularities” dis-
regard uses of conventional strategies counting numerous geostatistical models and 
very confounds examination, demonstrating and representation of geo-and ecolog-
ical information [3]. Figure 1 is showing main data sources for geospatial data like 
IoT, Lidar Data, Sensor data and other audio, video data.
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Fig. 1 Geospatial data sources

As it was aforesaid higher than, in some honest to goodness conditions problems 
should be thought of during a high-dimensional section geo-features areas all the time 
the estimation of this area is quite ten. It joins exceptional land area and numerous 
options of knowledge inclinations shape, et cetera set from electronic ascent models 
within the last case customary geo factual models either area unit too befuddled, cre-
ating it attainable to be in any capability associated or it is not possible to use them for 
instance, the variography is associated competently within the area of the estimation 
below. Thusly, the imperative request of abstraction and once doubtful spatio com-
mon information examination and showing tallying needs and gauging wear down 
the progression and utilization of knowledge versatile, nonlinear, solid and variable 
models [4]. Offer USA an opportunity to work out that such ways, being information 
driven extremely rely upon the standard and live of knowledge during this manner; 
it’s profitable and important to use uncommon quantitative geostatistical instruments 
to regulate the concept of knowledge examination and showing victimization mil. 
For instance, variography comprehends and to show spatial anisotropic connections, 
spatial patterns, nearby inconstancy and the level of clamor. These days, numerous 
applications are constantly creating vast scale geospatial information. For instance, 
vehicle GPS following information, ethereal observation rambles, LiDAR (Light 
Detection and Ranging), overall spatial systems, and high determination optical or 
Synthetic Aperture Radar symbolism information all create an immense measure of 
geospatial information as shown in Fig. 2.

For example, the geospatial picture information created by a 14-h flight mission 
of a General Atomics MQ-9 harvester ramble with a Gorgon Stare sensor frame-
work delivers more than 70 terabytes [5]. Nonetheless, as information accumulation 
expands our capacity to process this huge scale geospatial information in an adaptable



194 R. Kashyap

Fig. 2 Machine learning with lidar data

manner is as yet restricted. The capacity to dissect vast scale geospatial information is 
a prerequisite for some geospatial knowledge clients, yet current systems for break-
ing down this information are excessively particular or specially appointed. These 
strategies are not intended to take into account client characterized examination tech-
niques. Business expository items are unequipped for fitting the client’s extraordinary 
necessities. GIS clients are relied upon to utilize crude datasets with obscure fac-
tual data the certain insights data is lacking for logical purposes [6]. With a specific 
end goal to effectively examine insights data, clients require the different diagnostic 
capacities on a coordinated domain. In the field of sea and acoustic demonstrating, 
there is as yet constrained utilization of information mining measures on geospatial 
information.

2.1 Geospatial Data Analysis Tasks

Geospatial knowledge geo measurable contraptions, for define, variography may be a 
useful mechanical assembly to regulate the thought of machine learning frameworks 
and parameters calibration. This allows us to show some typical geospatial knowledge 
examination problems [7] and looking out at approaches procedures which might 
be accustomed light them: special needs increases: settled interpolators, geo mea-
surements, machine learning [8]. Geostatistical preventative random proliferations 
back to back Gaussian multiplications, pointer reenactments, et cetera. Streamlining 
of checking frameworks spacial work design/overhaul: solitary facilitate vectors ar
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basic estimation centers adding to the course of action of mapping issue [9]. There 
are few of basic walks in acting spacial needs for obvious and steady knowledge that 
ar like a shot painted within the incidental zone.

2.2 Methodology

The nonexclusive technique of spacial knowledge examination and showing is dis-
played in Fig. 1. This spacial knowledge examination is associate degree underlying 
advance of the examination. Quantitative examination of look frameworks mistreat-
ment topological, verifiable and pattern measures serves to depict knowledge rep-
resentatively, to clear inclinations in showing appointments [10]. The spacial con-
nections is planned to be used each at the time of wildcat spacial knowledge exam-
ination besides, at the analysis of the results. Variography are often used as a free 
instrument within the inside of calibration of machine learning hyper-parameters. 
For this circumstance the price limit are often modified considering the refinement 
between required theoretical variogram in perspective of information and a vari-
ogram in perspective of millilitre comes [11]. All around acclimated to multi-scale 
mapping of passing issue spacial knowledge beginning at currently, new framework 
that considers a few of views of geospatial knowledge aforesaid higher than and 
geological/spatial objectives morphology, frameworks, DEM, GIS topical layers are 
add advance.

2.3 Neural Networks for Environmental Geospatial Data

A non-parametric k-nearest neighbor technique as a benchmark for information 
exhibiting and to ascertain the supply of composed illustrations. Data victimization 
in Fig. 3 rough information area unit imaginary victimization huge info handling 
utilizing machine learning calculations for observation framework the proper vari-
ety of k-NN exhibiting counterparts to three, often cross-endorsement is employed 
to search out the proper k variety [12]. K-NN model is used as a chunk of a high 
dimensional house additionally in a very additional expansive substance, k-NN is 
projected to be used as critical the variography to regulate the thought of mapping by 
metric capacity unit computations: on paper k-NN cross approval twist has no base 
once data/residuals don’t seem to be connected.

To explain declustering methodologies for packed observation frameworks 
[13].Truth is told, the issue bunching and information is an open inquiry for the future 
research. One the most productive way to deal with tackle such errands depends on 
General Regression Neural Networks (GRNN). The strategy of programmed tuning 
of anisotropic GRNN is exhibited in Fig. 4 how many algorithms fails in the analysis 
of same data and gives wrong result.
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Fig. 3 Representation of services and big data processing using machine learning algorithms

Fig. 4 Programmed mapping utilizing general regression neural networks: misbehavior of algo-
rithms

Remembering the last word objective to see the thought of showing allow us to 
apply to projected tests in lightweight of the residuals: variography and k-NN illus-
trating. There’s no slightest on the twist that demonstrates the missing of spatially
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composed case in these residuals [14]. In like manner, each single sorted out infor-
mation was exhausted from the info by GRNN show. K-NN take a look at may
be a basic and compelling take a look at anyway it does not provide bits of data
concerning cases and their structures just in case they’re accessible. It isolates sim-
ply between proximity/nonappearance of the sorted out cases within the residuals
[15]. Variography is all the lot of unbelievable approach that considers anisotropies
and provides positive data concerning abstraction associations if they’re accessible
within the residuals. They’ll be thought of as correlative symptomatic gadgets turn
is that estimation of the info ought to be less three.

2.4 Machine Learning Theory for Environmental
Abstraction Information

Quantifiable learning theory contains a solid numerical institution for conditions esti-
mation and perceptive memorizing from forced instructive lists. The workhorse of 
quantitative learning theory Support Vector Machines (SVM) depends upon the basic 
peril diminution rule, which implies to limit each the right danger and also the multi-
farious plan of the model, so giving high hypothesis limits. SVM offers non-straight 
portrayal and slip by mapping the info house into a better dimensional incorporate 
house victimisation piece limits, wherever the proper courses of action square mea-
sure created. The speculative unpretentious parts on applied math Learning Theory 
and contrastive models are often found. In the thick typically years it absolutely 
was shown that SVM showing of geospatial information contains a fantastic poten-
tial, particularly once information square measure nonlinear, high-dimensional, and 
uproarious. It absolutely was shown that SVM has extraordinary theory consistency 
of endorsement information properties on geospatial information examination and 
illustrating. Instances of the results of abstraction gauges portrayal and mapping vic-
timisation SVM square measure given in Figure five. Solely fifty six of information 
is reinforce vectors that increase the course of action. Different information shows 
do not contribute as so much as potential definition. Last two-class portrayal is fin-
ished by taking sign. An important new utilization of SVM for geospatial information 
oversees checking frameworks setup/update in lightweight of the properties of pitiful 
state of SVM [16]. Merely Support Vectors square measure basic information centers 
adding to the course of action. The trip is to search out potential spots of Support 
Vectors and to settle on them as estimation centers. From the training purpose of read 
this issue is often thought of as a operating learning trip.

A basic modern progressions concern semi-managed or advanced learning within 
the thick of following years machine learning can spectacularly increase exhibiting 
of high dimensional geo-incorporate house of estimations in way over ten nonlin-
ear wonders within the earth and regular sciences. Such high-dimensional geospa-
tial information square measure average for topo climatically exhibiting and map-
ping, regular risk examination and peril unprotectedness mapping torrential slides,
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significant slides, woods flames, et cetera, analysis of reparable resources e.g. wind-
control and sun controlled outlining [17]. During a high dimensional house once the 
number of information is compelled there’s a necessary issue regarding the scourge 
of spatiality during this manner and basic request overseeing spatiality decreasing 
once all is alleged in done nonlinear ought to be thought of and relating procedures 
and gadgets picked. Plus, techniques like Support Vector Machines, that square mea-
sure assuredly not unstable on the estimation of the house, square measure excellent. 
Therefore no specific methodology ought to be correspondingly adjusted puzzling 
over the estimation of space and geo manifolds.

3 Software Package Tools

A basic little bit of sharp information examination victimisation mil counts issues 
programming contraptions. Execution of counts and alter of programming instru-
ments may be a basic progress in machine learning considers. At seem there square 
measure numerous mil programming modules each business and software package 
[18]. Geospatial information has some specificity that may be thought of creating 
relating modules: insight of preparing and endorsement, read of information and 
examination of the residuals, management of showing frameworks victimisation geo-
statistical instruments, amount of recent topical GIS layers for certifiable essential 
authority method et cetera principle method of knowledge investigation.

To supervise and to see knowledge and also the involves fruition/residuals, amount 
of recent GIS layers exploitation unrefined knowledge and showing involves fruition; 
GeoKNN k-Nearest Neighbor computation for drop away and gathering, com-
ing up with visible of cross-endorsement, differing kinds of Minkowski partitions; 
GeoMLP—Multilayer Perceptron Neural Network, preparing exploitation initial and 
second demand purpose coming up with figurings, utilization of imitated reinforc-
ing memory truth objective to create drawing board for the weights, specific kinds 
of regularizations together with uproarious imbuement is an important mechanical 
assembly to point out adjacent likelihood thickness limits that is basic for certifiable 
danger mapping [19].

There are unit important modules like sensible, define and geometrical module 
those area unit used for taking an accurate selection utilizing machine learning for the 
higher handling of knowledge as appeared in Fig. 5 and additionally an estimation 
of the legitimacy space which when all is said in done compares to the thickness of 
estimations in the information space. Programming instruments created inside the 
system of Machine Learning Office are as of now utilized for instructing and research 
in geospatial information displaying, for example, topo-climatic displaying, normal 
risk appraisals (avalanches, torrential slides), contamination mapping (indoor radon, 
substantial metals, air and soil contamination), normal assets evaluations, remote 
detecting pictures grouping, financial information investigation and perception, and 
so on.
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Fig. 5 Modules of machine learning for big data analysis

3.1 Choice and Data Bolster Instruments

Early created GIS and decision support system were entirely work area applica-
tions with extremely restricted capacities to expend dispersed information or sup-
port on-line correspondence. The application is a work area application that works 
disconnected and is restricted to neighborhood information. Headways in geospatial 
innovations make it feasible for delineate to utilize assets from dispersed frameworks 
and to be accessible on-line. These circulated data frameworks encourage effective 
assembling and serving of spatial data which can encourage basic leadership [20]. 
This, together with the rise of versatile guide innovation, permit the advancement 
of thin applications that work with standard internet browsers, require no estab-
lishment or on the other hand conditions, take a shot at portable contraptions, and 
can be utilized nearby for constant administration bolster. The advancement of such 
applications, in any case, requires thinking about use settings and pondering those 
in the outline and execution of the planned framework. Customer applications for 
portable devices, for example, must be composed with the requirements and partic-
ulars of cell phones and tablet PCs as a primary concern [21]. Effective representing 
these elements can enhance the ease of use and execution of guide applications. A 
web and portable guide application that gives significant data in a usable frame can 
fundamentally improve the productivity of oil slick battling.
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3.2 Spatial Investigation and Numerical Displaying

Geospatial investigations envelop an extensive variety of strategies for exploratory 
spatial information investigation and representation, spatial information examining, 
and spatial reenactment. Having their bases in the fields of insights and numerical dis-
playing, these systems are stretched out to join a spatial segment in the examination 
of examples and procedures in the geographic space [22]. This examination used 
various geospatial systems over the span of demonstrating Phragmites dispersion 
and progression. Beginning from exploratory information investigation, Phragmites 
disseminations in various areas and years were dissected as for various ecologi-
cal factors. Exploratory investigation of spatiotemporal information of Phragmites 
appropriation was utilized to analyze the impact of neighborhood on Phragmites scat-
tering. These exploratory investigations are fundamental for figuring questions and 
they fill in as a reason for promote examination and demonstrating. Building exact 
models requires informational indexes for preparing and approval. Test portrayal of 
every single basic variable and their conveyances is basic for creating exact mod-
els [23]. Since spatial autocorrelation is inalienable in natural information, spatial 
stratification is important for acquiring agent tests. Spatial information investigation 
and testing give knowledge into the idea of the current procedure and contribution 
to spatial recreation models.

Machine learning calculations are a ground-breaking gathering of information 
driven induction apparatuses that offer a mechanized methods for perceiving designs 
in high-dimensional information regards to a managed lithology characterization 
errand utilizing generally accessible and spatially compelled remotely detected geo-
physical information. Further examination of machine learning calculations in light 
of their affectability to varieties in the level of spatial bunching of preparing infor-
mation and their reaction to the consideration of unequivocal spatial data with the 
help of decision support system and machine learning process is shown in the Fig. 6.

Machine learning calculations trialed [24] the aftereffects of our examination 
demonstrate that as preparing information turns out to be progressively scattered over 
the locale under scrutiny, machine learning calculation prescient exactness enhances 
significantly. The utilization of express spatial data produces precise lithology fore-
casts yet ought to be utilized as a part of conjunction with geophysical information 
keeping in mind the end goal to create topographically conceivable expectations. 
Machine learning calculations, for example, Random Forests, are significant appa-
ratuses for producing dependable first-pass expectations for down to earth topo-
graphical mapping applications that consolidate generally accessible geophysical 
information [25]. It is a tendency to build an extra examination of machine learning 
computations in light-weight of their affectability to assortments within the level 
of spacial bundling of designing knowledge and their response to the thought of 
unequivocal spacial info with the help of selection showing emotion appurtenant 
network and machine learning method is appeared within the figure seven. This half 
acknowledges Random Forests as a not regrettable initial selection count for the 
directed portrayal of lithology victimisation remotely distinguished geology knowl-
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Fig. 6 Decision support system and machine learning process

edge. Random Forests is immediate to arrange, computationally helpful, extremely 
steady with reference to assortments in course of action show parameter regards and 
as actual as, or considerably additional correct than the opposite machine learning 
estimations trialed [24].

4 Machine Learning Algorithms

Machine learning applications (MLAs) use a custom-built inductive approach to 
manage sees outlines in knowledge. Once learned, arrange association’s square mea-
sure related to alternative equivalent knowledge memory the final word objective to 
create needs for knowledge driven course of action and fall away problems. MLAs 
are looked as if it would perform well in conditions together with the will for cate-
gories from spatially scattered preparing knowledge and square measure particularly 
vital wherever the strategy beneath investigation is problematical or presumably self-
addressed by a high-dimensional info house [26]. MLA coming up with and also the 
correct allotments of watched knowledge controls the look of request models, that 
is often done by restrictive a happening work. Organized course of action models 
square measure then related to similar knowledge components to foresee categories 
show. The larger piece of confiscated examine that specialize in the usage of MLAs
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for the coordinated course of action of remote distinguishing knowledge has been 
for the gauge of land cowl or vegetation categories. Past examinations regarding the 
employment of MLAs for oversaw portrayal of lithology [27], fixate on taking a 
goose at MLAs, as an example, RF or conceivably SVM, with additional ancient 
classifiers. Elementary to any or all remote characteristic image portrayal consid-
ers is that the usage of land documented knowledge containing facilitate establish 
pixels controlled by organizes related to a spacial reference plot. Nevertheless this, 
inputs used as a chunk of the lion’s provider of studies alluded to try and do avoid 
relevancy the spacial zone. This is often comparable to finishing the portrayal trip 
in geographic house wherever tests square measure merely taken a goose at numeri-
cally thus far few examinations has evaluated the execution of MLA. Landsat ETM 
and knowledge square measure foursquare out there and have expansive degree at 
medium resolutions over mammoth areas of the world. No matter the approach that 
hyper spectral knowledge has been looked as if it would produce sensational leads 
to insufficiently vegetated areas on account of high spooky and spacial resolutions 
this knowledge is confined in its degree and skill to enter thick vegetation for the 
characterisation of land materials [28].

It is a tendency to energize this examination by driving 3 separate preliminaries:
(1) reviewing the affectability of MLA execution victimisation different Ta on take a 
look at knowledge not organized within preparing zones; (2) self-assertive assessing 
of various Ta with separating spacial dispersals; and (3) victimisation 3 explicit blends 
of knowledge variables, X and Y spacial bearings (XY Only). These examinations 
square measure joined to administer Associate in Nursing spirited understanding of 
the capacities of MLAs once looked with Ta accumulated by geologists in testing 
field reviewing conditions victimisation for the foremost half open remotely known 
knowledge [29].

4.1 Machine Learning for Managed Arrangement

Arrangement are often delineate as mapping from one zone (input data) Associate in 
Nursing to a different} (goal classes) by ways for an isolation work. The endeavor of 
MLA coordinated request are often dealt out into 3 general stages (1) knowledge pre-
dealing with, (2) course of action show designing and (3) want appraisal. Knowledge 
preprocessing hopes to amass alter modification or set on the market knowledge into 
associate operator set of wellsprings of knowledge. Pre-taking care of is stirred by 
the requirement to arrange knowledge with the target that it contains data relevant to 
the conventional application [30]. MLAs need the choice of no but one estimation 
specific parameters that are modified as per upgrade their execution given the on the 
market knowledge and organized application. Classifier execution estimations, as 
an example, general exactness and letter of the alphabet are viably explainable and 
systematically used measures of MLA execution for remote distinctive applications.
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4.2 Machine Learning Calculation Hypothesis Naïve

NB may be an outstanding quantitative learning count counseled as a base level clas-
sifier for examination with varied estimations. NB measures category prohibitory 
chances by “naïvely” tolerating that for a given category the wellsprings of infor-
mation are freed from one another. This supposition yields associate isolation work 
showed by the aftereffects of the joint chances that the categories are real given the 
data sources [31]. NB decreases the difficulty of uninflected categories to finding cat-
egory unforeseen fringe densities, that address the likelihood that a given case is one 
amongst the attainable target categories. NB performs well against varied selections 
with the exception of if the data contains connected information sources.

4.3 K-Nearest Neighbors

The k-Nearest Neighbors (kNN) computation is an incident primarily based under-
study that doesn’t got wind of a gathering model till the purpose that outfitted with 
tests to orchestrate. within the inside of request, explicit Tb tests ar stood out region-
ally from k neighboring metallic element tests in issue area [32]. Neighbors are typ-
ically recognized victimisation associate euclidean partition metric. Gauges depend 
upon a prevailing half vote solid by neighboring illustrations. As high k will provoke 
over fitting and model insecurity, legitimate characteristics should be set for a given 
application.

4.4 Random Forests

Random Forests (RF) created by Breiman, may be a company organize contrive that 
uses an amazing half vote to anticipate categories in perspective of the package of 
information from varied call trees. RF creates totally different trees by subjectively 
subsetting a predefined variety of variables to half at every center of the choice trees 
and by sacking. Stowage produces metallic element for every tree by investigation 
with substitution totally different cases the image of the quantity of tests within 
the supply dataset. RF realizes the Gini Index to decide on a “best-split” fringe 
of knowledge regards for given categories. The Gini Index reestablishes a live of 
sophistication no uniformity within adolescent centers once appeared otherwise in 
relevancy the parent center purpose. RF needs the reassurance that sets the quantity 
of attainable factors that may be every which way set for half at every center purpose 
of the trees within the dry land 33].
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4.5 Support Vector Machines

Support Vector Machines (SVM) will portray non-straight call constrains in high-
dimensional variable area by addressing a quadratic modification issue. Major SVM 
speculation communicates that for a non-specifically explicit dataset containing cen-
ters from 2 categories there are a limitless variety of hyper planes that partition 
categories. The reassurance of a hyper plane that in an exceedingly excellent world 
secludes 2 categories, i.e. as way as attainable, is finished victimisation solely a 
set of metallic element referred to as facilitate vectors. SVM uses an apprehended 
distinction in data factors employing a bit work. Piece limits empower SVM to sep-
arate non-straightly distinguishable facilitate vectors employing a direct hyper plane 
[34] call of an affordable phase limit is needed to contour execution for typically 
applications. Parallel gathering models, the indicated one-against-one methodology, 
memory truth objective to deliver estimates in lightweight of an even bigger half.

4.6 Artificial Neural Networks

ANN has been for the foremost half used as a chunk of science and designing prob-
lems; they fight to demonstrate the limit of natural tangible frameworks to examine 
illustrations and articles. ANN central planning contains frameworks of rough limits 
ready for tolerating distinctive weighted data sources that are evaluated kind of like 
their thriving at uninflected the categories, clear forms of rough limits and frame-
work plans understand moving models within the inside of preparing framework 
affiliation association payoff till the purpose once the instant that the reducing in 
bungle between accentuations accomplishes a decay edge [35]. It uses feed-forward 
frameworks with one lined layer of centers, associate silent Multi-layer Perceptron 
and choose one amongst 2 attainable parameters: live, the quantity centers within the 
hid layer. In addition, procedures for anchoring of continuous Geo knowledge are 
what are more wedged from the IoT perspective. internet of Things see and accumu-
late quality and spatial data of geographic condition through sensors organized into 
grid, railways, frameworks, tunnels and distinctive things, during this united mapped 
out, a laptop bundle can have ability to control work drive, equipment, rigging, and 
structure in nonstop. internet of things impact physical world ‘to talk’ to folks ini-
tiatively, thus human limit of seeing condition enhance altogether and ‘insightful’ 
options among lead and therefore the earth is apparent for instance, in net of Things 
time, guests of a town will choose and arrangement course in wonderful spot by 
obtaining data from net of Things. In like manner, manufacturer’s specific that net of 
Things brings data from material body. A regularly increasing variety of devices are 
setting out to be connected with the net faithfully. Internet of Things (IoT) is thought 
as a thought wherever on-line contraptions will die and collaborate with one another 
persistently. On the opposite hand, with the headway of IoT connected advances info 
regarding contraptions is often picked up persistently by the final population. The 
use
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of IoT connected advancements needs higher approaches to manage is investigated 
for novel structure outlines. These structures need three essential limits. The first is 
the capacity is to store and question data originating from a huge number of gadgets 
progressively. The second one is the capacity to collaborate with extensive number of 
gadgets consistently paying little mind to their equipment what’s more, their product 
stages. The last one is the capacity to envision and present data originating from a 
great many sensors in genuine time [36]. The chapter gives an engineering method-
ology and usage tests for capacity, composition and introduction of vast measures 
of constant geo-data originating from numerous IoT hubs. The acknowledgment of 
the IoT worldview has significantly changed the examination patterns identified with 
smart cities and smart buildings.

5 Internet of Things Opportunities

Urban transport, hotel, work and moving limits, the coordinated effort of urban 
house, region chance, and concrete reconstruction are through and thru compact 
by the employment of IoT segments in urban networks. The means that there is not 
nonetheless a proper and for the foremost half recognized importance of “Wise town,” 
the last purpose within the sensible town approach is to boost a use of people by and 
huge resources, extending the thought of the organizations offered to the occupants, 
whereas decreasing the operational prices of people as a rule associations [37]. This 
objective may be probe for when by the causing of an urban IoT discharging potential 
joint efforts and lengthening straightforwardness to the inhabitants. An urban IoT, 
while not a doubt, could get completely different points of interest the organization 
and alter of normal open organizations, for example, transport and halting, lighting, 
perception and maintenance of open regions, defensive of social inheritance, so forth. 
The manufacturers advocate that the openness of various types of information could 
equally be mishandled to construct the straightforwardness and propel the exercises 
of the world government toward the topics, enhance the popularity with individuals 
concerning the standing of their town, and vivify the dynamic speculation of the topics 
within the organization of open association. the aim of the Savvy town perspective is 
to boost a use of general society resources, augment the thought of the organizations 
offered to the inhabitants and, during this means, the individual fulfillment within 
the urban districts, whereas reducing the operational prices of the all comprehensive 
community associations. The thought covers sensible governance, sensible quality, 
sensible Utilities, sensible Buildings, and sensible atmosphere thoughts.

The makers aforesaid that open directors will take pioneer components in assign-
ment of those thoughts, with the vision of steady mix. Their purpose of read of IoT is 
towards affirmation of a united urban-scale ICT prepare, thus discharging the capa-
bility of the sensible town vision during this vision IoT will interact easy access and 
collaboration with a large combination of contraptions like, home machines, percep-
tion cameras, checking sensors, actuators, introductions, vehicles, and so on. The 
vast live of information created by IoT segments can by then empower the headway
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of recent organizations. A gathering of organizations in several regions once joined 
can form the system of a sensible town [38]. The benefits are as takes after.

Essential Health of Buildings: The urban IoT could provides a flowed information 
of building assistant trait estimations, accumulated by fitting sensors organized within 
the structures, for example, vibration and misshapening sensors to screen the building 
weight, air administrator sensors within the close zones to screen tainting levels, and 
temperature what is additional, condition sensors.

Misuse Management: the employment of perceptive waste holders, that distin-
guish the extent of load and place confidence in a modification of the professional 
trucks course, will decrease the price of waste assortment and upgrade the thought 
of reusing.

Air Quality: IoT can give plans to screen the thought of the air in swarmed zones, 
parks, or eudaemonia trails.

Fuss Monitoring: IoT can give a bustle observance organization to gauge the 
measure of fuss created at any given hour within the spots that get the organization

Movement Congestion: Traffic checking could also be recognized by mistreat-
ment the characteristic capacities and GPS conferred on current vehicles and besides 
grasping a mix of air quality and acoustic sensors on a given road [39].

City Energy Consumption: IoT could offer a company to screen the imperativeness 
use of the entire town, on these lines participating specialists and locals to induce a 
smart and purpose by purpose see of the live of essentiality needed.

Splendid Parking: This organization depends upon road sensors and smart demon-
strates those fast drivers on the foremost ideal route for halting within the town.

Adroit Lighting: The organization will contour the road lightweight power per 
the time, the atmosphere condition, and also the closeness of individuals.

Motorization and healthfulness of Public Buildings: This organization is manage-
ment of the checking of the essentiality usage and also the healthfulness of the planet 
go into the open structures by techniques for differing types of sensors and actuators 
that control lights, temperature, and wetness. Sharp Buildings and sensible Home are 
the thoughts that center interests on the affirmation of IoT perspective in scaled down 
scale urban areas. The investigate associated with sensible Buildings and sensible 
Home spotlight on taking the quality home robotization tries to the attendant level 
with crucial purpose of convergence of participating essentiality capability in living 
areas [40]. Home robotization once all is alleged in done is that the collaborating of 
varied machines in homes and influencing cooling, light, some of prosperity options 
and alternative house conditions.

The variety of parts associated their overhauls build the house mechanization as 
an improvement scattered in nature that depends to each one in the fragments and 
their progressions that ar driven by each promote enkindle and originative head-
way. A sagacious home arranges includes (i) Microcontroller-engaged sensors to see 
home conditions; the microcontroller decodes and systems the instrumented infor-
mation. (ii) Microcontroller-engaged actuators: gets charges listed by the microcon-
troller for enjoying out specific exercises. The costs are issued in perspective of the 
link between the microcontroller and cloud organizations. (iii) Database/Data Store: 
stores information from microcontroller-engaged sensors and Cloud organizations
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for information examination and discernment, moreover, fills in as summon line 
being sent to actuators yet Mishra [41]. (iv) Server/API layer between the rear finish 
and also the front end: empowers fitting the info got from the sensors and securing the 
info in information. It additionally gets charges from the net application consumer 
to regulate the actuators and stores the requests in information. The actuators build 
requesting to exhaust the summons within the information through the West African.
(v) net application filling in as cloud organizations: alter to live and envision device 
information, and management devices employing a personal digital assistant (e.g., 
propelled cell phone). The explore associated with sensible homes may be requested 
into three key points of consider (I) Energy seeing: Through correspondence frame-
works, the usage and amount of imperativeness are watched and marked in several 
granularities together with the entire building, floors, workplaces, labs, rooms, and 
even occupants [42]. (ii) Energy showing and appraisal: Through separated exhibit-
ing and analysis, the essentiality usage cases and factors that will have an effect on 
the employment and also the level of their impact are recognized. (iii) IoT struc-
ture to use wise changes and system alterations: The showing and analysis happens 
are wont to acknowledge the key imperativeness fragments of the operating, to use 
changes, and to plot techniques to reduce essentiality use [40]. IoT-based frameworks 
organization structure is created and prototyped to understand the frameworks and 
deliver the goods the goal. The professional in like manner managed empowering 
the ability at sensible Homes in linguistics level as an example; a linguistics device 
orchestrates philosophy for keen homes and also the utilization of a linguistics device 
mastermind take a look at framework for home mechanization [43]. Once developing 
mechanization contraptions find yourself accessible within the net the approaches 
to some, thus far not plausible, use case circumstances are opened. The attendant 
outline provides some case circumstances:

Contraption Maintenance: In Associate in Nursing interconnected IoT it pushes 
toward about to be doable that the devices themselves prompt the device provider, 
send an extra half demand to the ERP game arrange of the merchandiser or maybe 
mapped out a corporation meeting with Associate in Nursing authority.

Insightful Grids and Energy Efficiency: IoT configuration will fill in as an enticing 
specialist for courses of action that permits to understand the sumptuous system in 
an exceedingly delineation circumstance, once all people leave a space, numerous 
contraptions may be killed ordinarily. In like approach, if the net record exhibits a 
multi day escape the entire building will enter a form of rest mode that infers that 
every one devices area unit killed instead of living in reserve mode [44].

Structures composed into business frames: for instance, within the occasion of 
an event center, the building it’s a significant piece of the business technique. One 
will win higher management of it’s to settle on a right inhabitance of individuals 
perpetually and modify the management parameters in like approach. This could be 
refined, for instance, by people perceiving themselves with get to cards containing 
RFID chips. It’s doable to avoid wasting noteworthy measures of cooling or warming 
importance in any space that will not be had within ensuing hours in such structures. 
Sharp imperativeness meters can in like manner facilitate in observation the impor-
tance usage in sensible Homes for example comprehensive importance meter as an
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IoT organize module with reliable device interface convenience of the imperative-
ness meter has been accomplished by a general Energy Meter right down to earth 
profile that was delivered. The meter supports 2 essential limits: importance meter 
and knowledge feller. Miniaturized scale space (i.e. the route toward finding moving 
things in very little scale areas, for example, structures) at the side of IoT build-
ing executions can energize a few of techniques in sensible Structures. Tiny scale 
space is that the route toward finding any element with a high exactitude, whereas 
geo fencing is that the technique of constructing a virtual fence around a condition 
of interest. The manufacturers battled that little scale space primarily based zone 
courses of action can interact the sagacious building management structure through 
unimportant exercises performed by the inhabitants. There exist a few of burdens 
for the current keen home systems as a difficulty of 1st significance, the comfort, 
recreation, social protection or observation elements of perceptive homes area unit 
dead by totally different free sub structures that area unit greatly difficult or ardu-
ous to be consolidated all things thought of. Moreover, once the requirements of 
consumer’s area unit modified, the arrangement of Associate in Nursing perceptive 
home system should be modified as needs be. Thusly, the capability of accommo-
dation of current shrewd home systems is poor. Additionally, the current cagy home 
systems area unit high subject to PCs, since they use the house computer as entry 
for relationship between homes orchestrate and also the remote organization orga-
nize. Thus it’s gravely organized stimulating and maintenance the manufacturer’s 
specific that the short headway of IoT connected advances can provide answers for 
these problems by mix of knowledge, media transmission, beguilement, and living 
structures for supporting joined management by correspondence between the house 
framework and web.

6 Discussion

Information derivation in geophysical science is any framework whereby assessed 
values area unit wont to notice the spacial unfold of some property, abundant of the 
time as model parameters that is tough to look at notably. Totally different approaches 
area unit offered to deal with the knowledge issue: settled systems that create use 
of outfits of varied models theorem procedures that take a look at the model param-
eter house and coordinated machine learning ways that utilize knowledge driven 
approaches to manage whole up from experimental data. To take a goose at the 
boundaries of RF and SVM to probabilistically acknowledge off beam straight out 
needs. Also, we have a tendency to study spacial associations between need vulner-
abilities, districts requiring additional knowledge and spatially sorted out geograph-
ical options, for example, contact zones. In associated geosciences there is a unit 
numerous conditions wherever hailing territories requiring additional discernments 
and recognizing advancement or contact zones in remote or arduous to realize zones 
is useful. For instance, in examination geophysical science, transcription hands on 
work to assemble the foremost extraordinary live of high regard recognitions can
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fabricate viability and diminish operational prices. Additionally, specific varieties 
of mineral stores, for example, auriferous quartz-veins area unit spatially related to 
shear zones and altered contacts. Alternative potential prepares that need learning of 
lithology amendment zones are a part of hydrogeology and regular peril vulnerabil-
ity mapping, wherever arrive structures and lithological contacts area unit used as 
commitment to the showing strategy [45], for instance, the Laplacian edge amend-
ment and revelation reckoning and additional created flip selection style coming 
up with procedure for contact zone recognizing verification from consolidated geo-
science knowledge. Geostatistical preventive generation of isolated courses of action 
of bally elements was wont to show vulnerabilities encountering large amendment 
zones between 3 lithologies. Their models were wont to improve copper survey 
evaluates shut lithology limits. In their examination, spacial congruence between 
units was shown through the estimation of geostatistical parameters from pointer 
variograms. In another examination, geoscience knowledge for the manual interpre-
tation of real land units and their contacts. Vital inadequacies [46] they focused on 
zones for future field discernments wherever variations rose between past earth sci-
ence maps and their interpretations. On the opposite hand, the work created during 
this examination tries to add up methodologies for locating earth science units from 
composed geology knowledge and also the conspicuous proof of misclassified tests 
basic cognitive process truth objective to enhance gathering exactnesses. We tend to 
by then use probabilistic methodologies to incorporate territories of conceivably basic 
land options and variations between the expected and deciphered earth science maps 
that guide organizing future knowledge collecting desires. unprotectedness checks 
area unit associate degree simply sensible piece of machine learning yields. Our 
novel show define misguided or faulty Random Forests gauges recognized mistreat-
ment helplessness edges discovered from open take a look at knowledge were white, 
realizing an important modification beat all want accuracy and individual category 
survey and exactness rates of no matter remains of the illustrations. On the oppo-
site hand, vulnerabilities surveyed for Support Vector Machine estimates weren’t 
connected with wrong plans. Discontinuous Forests gathering helplessness, in light-
weight of rasterised mobile and house borne knowledge, could be a direct results of 
a coagulated result of inciting distinct spacial options mistreatment knowledge with 
naturally one in all a sort facilitate and also the closeness of trademark vacillation in 
arrive ponders. They tend to exhibit that Random Forests is, during this specific state 
of affairs, superior to Support Vector Machines on abuse of trademark conditions 
and structures contained within spatially contrastive info knowledge. Discretionary 
Forests offers specialists a simple to use and considerably correct procedure for event 
the spacial course of lithology and making solid gauge vulnerabilities. The method-
ology familiar here will be used with on a really basic level improve Random Forests 
want truth and furthermore to incorporate regions containing huge land options, for 
example, unforeseen changes in lithologies associated with advance or contact zones 
and areas of outrageous bending and transformative nature.
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7 Conclusion

Machine learning figurings area unit to unimaginable degree earth shattering adapt-
able, nonlinear, comprehensive gadgets. They were adequately used as a bit of varied
geo-and biological applications. On a serious level, it will be productively used in
any respect periods of environmental knowledge mining: searching spacial knowl-
edge examination, affirmation and showing of spatio common illustrations. Finally it
ought to be seen, that being knowledge driven models they need important ace study-
ing basic cognitive process truth objective to be associated exactly and with success
ranging from knowledge pre-taking care of to the comprehension and legitimization
of the results. They tend to thought-about 5 machine learning counts in phraseology
their execution regarding a managed lithology portrayal issue in a very advanced
modified land shake arrangement. Random Forests could be a respectable 1st alter-
native machine learning computation for multiclass illation mistreatment by and
huge out there high-dimensional multisource remotely known geology parts. Irreg-
ular Forests course of action models area unit, for this circumstance, straightfor-
ward to arrange, stable over associate degree extent of model parameter regards,
computationally capable and once looked with spatially scattered coming up with
knowledge, basically additional actual than alternativemachine learning estimations.
The affectability of machine learning computation out and out needs to totally dif-
ferent preparing datasets decreases. The fuse of unequivocal spacial info showed
to form passing actual machine learning estimation needs whereas coming up with
knowledge was scattered over the examination domain, no matter realizing lower
take a look at accuracy and alphabetic character, the usage of geology knowledge
gave machine learning counts info that pictured land elementary examples to style
a way to line up excellent weakness edge regards all at once understand and iso-
late the foremost outrageous range of misguided needs whereas defensive the lion’s
provider of right courses of action. This can be spoken to mistreatment associate
degree instance of the coordinated request of surface lithologies in a very broken,
basically awe-inspiring, transformative shake arrangement. This tends to show that:
(1) the employment of excellent weakness edges through and thru upgrades general
course of action exactness of Random Forests conjectures. The techniques delineate
during this work area unit of even minded motivating force in finding out occurring
land field practices that, with the guide of this examination, could also be turned
around key lithology contacts and risky regions.
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Geocloud4GI: Cloud SDI Model
for Geographical Indications
Information Infrastructure Network
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Abstract In the digital planet, the concept of spatial data, its cloud and Geograph-
ical Indications (GI) plays a crucial role for mapping any organization or point and
acquired a reputation for producing quality results based on their spatial character-
istics, including their visualization. From the twentieth century onwards, the GIS
were also developed to capture, store and analyze spatial data, replacing the tedious
analogue map making process. The current examine paper put forwards along with
develops a Cloud SDI representation named as Geocloud4GI for giving out, inves-
tigation and dispensation of geospatial facts particularly for registered GIs in India.
The primary purpose ofGeocloud4GI framework is to assimilate the entire registered
GIs’ information and related locations such as state wise and year wise registered in
India. Geocloud4GI framework can assist/help common people to get enough infor-
mation for their further studies and research on GI as one of the integral part of IPR
studies. QGIS is used for GI geospatial database creation and visualization. With
the integration of QGIS Cloud Plug-in, the GI geospatial database uploaded in cloud
server for analysis cloud infrastructure. Finally, overlay analysis has performed with
the help of Google base maps in Geocloud4GI environment.

R. K. Barik (B)
School of Computer Applications, KIIT Deemed to be University, Bhubaneswar, India
e-mail: rabindra.mnnit@gmail.com

M. Kandpal · H. Das
School of Computer Engineering, KIIT Deemed to be University, Bhubaneswar, India
e-mail: meenakshikandpal14@gmail.com

H. Das
e-mail: das.himansu2007@gmail.com

H. Dubey
University of Texas at Dallas, Richardson, USA
e-mail: harish.dubey123@gmail.com

V. Kumar
Visvesvaraya National Institute of Technology, Nagpur, India
e-mail: vinayrel01@gmail.com

© Springer Nature Switzerland AG 2019
H. Das et al. (eds.), Cloud Computing for Geospatial Big Data Analytics,
Studies in Big Data 49, https://doi.org/10.1007/978-3-030-03359-0_10

215

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03359-0_10&domain=pdf
mailto:rabindra.mnnit@gmail.com
mailto:meenakshikandpal14@gmail.com
mailto:das.himansu2007@gmail.com
mailto:harish.dubey123@gmail.com
mailto:vinayrel01@gmail.com
https://doi.org/10.1007/978-3-030-03359-0_10


216 R. K. Barik et al.

1 Introduction

Spatial Data Infrastructure (SDI) Model has promoted the exchanging as well as
sharing of Geospatial Data Proprietor through distinct stakeholders. SDI has also
proposed to make surroundings that empower a vast diversity to repossess and dis-
tribute geospatial and related attribute data [1–3]. Understanding the importance of
the high-tech flourishing SDI concept put in order the facts from corner to corner and
organization that has created multitasking, decision-supported atmosphere is crucial.
To acquire new geospatial datasets, the SDI concept, saves time, effort and resources
[4–7]. The common components for the SDIModel, it has been divided into five vital
components. All these five components are shown in Fig. 1. These five components
are basically static and dynamic in nature. Accessing networks, policy and standards
are coming under the dynamic components where as data and people are said to be
static [8–10].

SDI Model is used in several applications including, but not limited to, resource
management, healthcare, environmental monitoring and even urban planning. In
addition, SDI has been integrated with database operations with overlay operations
[2, 9, 11]. SDI has also served a significant role in water resource management,
river basin management, mineral resources as well as coastal supervision inside
which it has the unprecedented possibility to collect, distribute and evaluate all the
hydrological figures, river basin related figures, coastal data and mineral figures
(related to geospatial data) in a universal stand. For development of SDI model, it
was integrated with cloud computing technology which added numerous services
that gave rise to cloud SDI model [11]. Basic concept for the cloud SDI setup, it
manages to send the geospatial data to cloud server for analysis and processing [12].

There are several open source software, plug-in and libraries are available meant
for the prototype growth of cloud SDI model [2, 3, 8, 10]. For enlargement of

Fig. 1 Five components of SDI Model, as data and people are static components, whereas, access
network, policy and standards are dynamic components [11]
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cloud SDI model, geospatial database formation is required. After designing of the
database, geospatial web services are designed to validate the cloud model [3]. Thus,
for designing and implementing of web services and database creations, it uses sev-
eral open source GIS software [4, 11, 13].

Geographical Indications (GI) which is the part of Intellectual Property Rights
(IPR); plays an important and crucial role for mapping and identifying the natural
goods such asmanufacturedwith in the territory, such as agricultural or natural goods
as originating or manufactured by any organization or point. It has also acquired a
reputation for producing quality results based on their spatial characteristics. Thus,
the potential of these GIs are required to share each and every aspect for the common
people [14, 15].

SDI model with addition of GIs, it can be implement with the help of cloud
environments which formulated the Cloud SDI model. This model has provided
high processing capabilities and infrastructures that can reduce latency and increase
throughput in close proximity to the boundary of the geospatial customers. Themodel
is reduced the storage space required for geospatial information in the cloud. In the
present paper, it allows the geospatial data; examined and analysed at the rim by
means of cloud computing infrastructure.

The current paper has prepared the subsequent offerings to the Cloud SDI repre-
sentation for GIs supervision:

• Cloud SDI Model i.e. Geocloud4GI is planned and projected to reduce latency
and get better result for storing plus analyse which associated with GIs geospatial
database

• It performs the case study of all the registered GIs which are registered up to April
2017 at Indian Patent Office

• Geospatial database for GIs and overlay analysis in mobile and thin clients envi-
ronments are also designed and visualised in Geocloud4GI framework

So by adding of cloud computing and SDI concepts, it provides easy to use and per-
ceive GIs information infrastructure network. The main propose of this information 
network is to awareness the people for proper management of registered GIs in India. 
This has made the development and implementation of Geocloud4GI framework a 
necessity.

2 Related Works

Cloud computing [16–26] provides an enormous amount of calculable possessions 
plus storage designed for the execution of different geospatial analysis. The cloud rep-
resentation provides a changeover starting from desktop to quantifiable with numer-
ous web servers. Cloud computing, along with other web processing [26–31] archi-
tectures, have delivered a vast atmosphere on internet to distribute assets [6, 11]. By 
integration of cloud with SDI, it delivers the Cloud SDI Model [5, 7, 11, 32, 33].
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Likewise, Cloud SDI Model deploys multi-tenant design by allowing further 
clients to share resources devoid of troubling each other. This incorporated hosted 
provision methods are helping with application advancement and maintenance by 
installing patches for a better user experience. Several Open Source projects, with 
the aim of contributing to the society, are currently running on Cloud Comput-
ing platforms with different specifications and standards. Skygone Cloud platform 
and OpenGeo suite are operating in Amazon EC2 whereas QGIS is deployed and 
employed in the cloud for various Geospatial Web Services [34, 35].

From these several reviewing of the research works, it summarizes that Cloud 
SDI Model can be implemented on mobile and thin client environment.

3 Objectives of the Present Work

While analyzing various papers of literature review, the main purpose of the current 
learning is to develop and implement a trial product based on Cloud SDI Model, i.e., 
Geocloud4GI meant for registered GI administration in India. It proposes the orga-
nization structural design of Geocloud4GI, predominantly for web browsers, mobile 
and desktop environments. It has also proposed a powerful, sequential loom for the 
growth of GIs’ geospatial database of India with the help of Quantum GIS Ver. 2.14.3. 
In this swot, it implemented a variety of overlay analysis in different environments, 
like, broad environment, narrow environment and movable environment.

3.1 Projected Structure Framework of Geocloud4GI

The skeleton of Geocloud4GI is separated into two main vital parts. The first and the 
most significant part is the cloud part in which GIs geospatial database is uploaded 
among the assistance of QGIS cloud plug-in [35]. Open Street and Google map 
that are basically data providers are used with the urbanized database for additional 
processing and investigation. For invocation of Web Feature Services, cloud server 
managed by QGIS Cloud supplier. QGIS Cloud supplier has been answerable for the 
organization of cloud layer. The second part i.e. client part is the part which has been 
categorized into three users for using the developed model. Figure 2 has revealed the 
projected system architecture of the Geocloud4GI .

3.2 Methodology Applied

In the commencing of geospatial catalogue, the chief accent is real-world advance-
ment to broaden plus discover the essential of the cloud SDI model [36, 37]. For the 
development of Geocloud4GI , the multitasking and multiuser is united based on iter-
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Fig. 2 System architecture of Geocloud4GI which has client and cloud layer. In client layers, it is
categorized into thick, thick and mobile clients. In cloud layer, the geospatial data are stored and
used for further analysis

ative model. Figure 3 represents the entirely iterative model process for enlargement
of Geocloud4GI . In this model, it has gone through 3 iterative phases. In iterative
phase 1, it dedicated for the geospatial database creations for registered GIs. In
iterative phase 2, it designed and developed the geospatial web services in cloud
environment for over lay analysis in thin and thick clients respectively. For complete
model development, it has completed in phase 3.

4 Result and Discussions

4.1 Geospatial Database Creation and Visualisation
of Registered GIs in India

The established cloud SDI Model for geospatial database formulation is intermit-
tent and continual in nature, and each application upgrades strategically ladder wise 
during various appraisal and numerous testing of a built components. In built com-
ponents, QGIS software is use to lay down the geospatial database creation used 
for registered GIs in India [38]. In the present study, it uses Quantum GIS Ver. 
2.14.10 for integrated geospatial data visualisation registered GIs in India. At this 
point worldwide coordinate scheme WGS-84 with EPSG:4326 coordinate reference 
system are chosen in the visualisation of geospatial database. In Fig. 4, it has revealed 
the visualisation of registered GIs among Google maps.
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Fig. 3 Iterative model approaches for development of Geocloud4GI

Fig. 4 Integrated geospatial database of GIs according to year wise registered
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4.2 Geospatial Overlay Analysis in Geocloud4GI

Within this fragment, geospatial overlay data examination is performed for robust
locality type geospatial statistics of registered GIs in India. It superimposes with
vector and raster geospatial data which has been collected from IPINDIA [38]. Pri-
marily, the data are downloaded from IPINDIA site [38] in excel format. The excel
formatted datamade into the trained data as in .csv format. The .csv format data again
converted into the ESRI shape file formats with QGIS tools. In the current scenario,
it designed the registered GIs geospatial data for processing in Geocloud4GI .

After storing the data, overlay analysis has performed with raster and designed
vector data. In QGIS, a plug-in named as QGIS Cloud [35] has installed and made
updated for storing of created geospatial database. This QGIS plug-in is responsi-
ble for the storing created geospatial vector data. These geospatial vector data are
stored in the database of cloud layer. After successful uploading of the database, it
automatically generated the link for mobile and thin client applications for visual-
ization. The overlay analyses on movable and narrow client are shown in Figs. 5 and
6 respectively. It can examine that the overlay examination is a valuable method for
revelation of geospatial data with the help of the other free and open data services
like Google, Bing and open street maps.

Fig. 5 Overlay analysis with Google street map in thin client environment in Geocloud4GI frame-
work [39]
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Fig. 6 Geospatial Overlay
analysis with Google street
map on mobile client
environment in Geocloud4GI
framework [40]

5 Concluding Remarks

The primary objective of this paper is to developed and validated Geocloud4GI , 
which uses cloud computing gateway in Cloud SDI framework. The development 
of Geocloud4GI augments the overall efficiency of processing of geospatial data, 
which in turn is beneficial to the decision makers/end users in IPR sector. In order 
to analyze, the developed Geocloud4GI framework, we have considered geospatial 
database of registered GIs at Indian Patent office as a case study. In future, it has 
planned to add more intelligence services in the developed framework particularly 
at cloud layer.
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The Role of Geospatial Technology
with IoT for Precision Agriculture

V. Bhanumathi and K. Kalaivanan

Abstract Precision agriculture is mainly used to make the farming as user-friendly
to achieve the desired production of a crop. With the latest Geospatial technologies,
the analysis related to any type of application using the Internet of Things (IoT)made
each and everyone, to materialize the things whatever is imagined. The geographic
information collected from various sources and with this, IoT establishes a commu-
nication to the entire world through an Internet. The information will be helpful in
the maintenance of the farmland by applying the required amount of fertilizer at the
right time in the right place. It is expected that in the future, this type of smart agricul-
ture with the application of information and communication technologies including
IoT will definitely bring a revolution in the global agricultural scenario to make it
more resource-efficient and productive. The main goal in combining the Geospatial
technology with IoT for precision is to monitor and predict the critical parameters
such as water quality, soil condition, ambient temperature and moisture, irrigation,
and fertilizer for improving the crop production. It can be expected that with the help
of Geospatial and IoT in smart farming, the prediction of the amount of fertilizer,
weeds, and irrigation will be accurate and it helps the farmers in making decisions
related to all the requirements in terms of control and supply.
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1 Introduction

Agriculture sector plays a premeditated role in building a backbone of economic 
development in India. Due to the rapid growth of the population, the demand for 
the food also raises. The rapid development in the space-research technology and 
satellite communication also will help to provide regular updates and inputs about 
the weather forecasting, crop production statistics to the farmers for attaining the sus-
tainable agriculture. And also it reduces the risk in the agriculture, increases the crop 
productivity and economic level of the farmers and fulfills the demands of the foods. 
Precision agriculture is defined as the technology-based crop system, designed for 
long-term, site-specific applications, and aimed to increase the quality and profitabil-
ity of crop production and farmer’s economic growth by adjusting the agriculture 
inputs based on the local requirements of the croplands and also reduces the environ-
mental impacts and risks. The crop diseases and the reduction in crop yield invariably 
depend on many factors such as bacteria, virus, fungus, rats, and also environmental 
factors like wind speed, direction, radiation, humidity, temperature, soil and water 
acidity. The precision farming plays a vital role in the reduction of negative impacts 
on the crop productivity by analyzing and monitoring spatial variability on the water, 
soil, and environmental conditions. In precision agriculture, the detailed information 
about the spatial variability of cropland is required to find the current status of the 
crop field and take the suitable decision on crop field management. The Geospa-
tial technologies such as remote sensing, Global Positioning System (GPS), satellite 
imagery, and Geo-fencing, etc., are used to obtain valuable geographic information 
from various sources and with this, IoT establishes a communication to the entire 
world through the Internet. Thus, the users can extract the valuable information from 
anywhere and anytime. The Internet of Things (IoT) is one of the key components 
that integrates hardware, computing devices, physical objects, software in order to 
establish the communication, collect and exchange data among each other [1]. A 
general schematic of IoT is shown in Fig. 1. These technologies can be suitable for 
almost all the applications for analyzing the issues and meeting out the challenges. 
This chapter mainly focuses on the technologies in precision agriculture. WSNs are 
one of the simplest technologies to collect and monitor the actual spatial variabil-
ity of the crop field and these have the advantages such as cost-effective, real-time 
suitability, and ease of deployment. The decision-support system in a farmhouse or 
mainframe computer integrate the prior knowledge and on-field sensed data with GIS 
to make optimized control decisions in water irrigation, pesticides, and the duration 
of fertilization [2]. This leads to many open challenging unexplored research areas 
in precision agriculture and act as a guiding tool for the farmers in diagnosing the 
crop or plant diseases accurately in a timely manner in order to protect and enhance 
the yield and in estimating and utilizing the available resources for e.g., water and 
manure at the right time and in the right quantity.
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Fig. 1 Concept of IoT

1.1 Applications of IoT in Precision Agriculture

The smart agriculture paradigm evolved to formulate the utilization of new tech-
nologies in precision farming. In smart agriculture scenario, numerous services are 
developed to enhance the standard of the farmer’s lives, and economics by imple-
menting the farming applications [3].

1.1.1 Irrigation Monitoring System

Recent advancements in the agriculture systems need an effective irrigation man-
agement to optimize the usage of the water in farming. To utilize the available water 
resources, a cost-effective micro irrigation system is implemented [4]. By using the 
satellite imagery and remote sensing, the efficiency of the micro irrigation farming 
can be further extended.

1.1.2 Pest and Disease Control

Nowadays, the WSNs and Unmanned Aerial Vehicle UAV technologies are used to 
monitor the crop leaves quality and to predict the occurrence and possibilities of
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the pest in crops [5]. It can be predicted by using environmental conditions such as 
temperature, wind speed, and humidity, etc., thereby increasing the crop quality and 
minimizes the expenditure of the farming cost.

1.1.3 Controlled Usage of Fertilizer

The yield and quality of the crop productivity are directly related to the use of 
fertilizer at the right time and right quantity. The prediction of the optimal amount of 
fertilizer is an important task in smart agriculture [6]. The estimation on the amount 
of fertilizer can be found by using the soil nutrients sensors which can monitor the 
variation in soil nutrition such as pH, Nitrogen (N), Potassium (K), Calcium (Ca), 
magnesium (Mg), and Phosphorous (P), etc.

1.1.4 Water Quality Monitoring

The sensors can be used to measure the water temperature, pH, electrical conductivity, 
turbidity, nitrates and dissolved oxygen.

1.1.5 Green House Gas Monitoring

The changes in the CO2 and CH4 are directly affecting the global temperature and 
have a straight impact on the agriculture. The emission of CO2 and CH4 from the 
various farming lands are monitored by using the WSNs and satellite imagery [7].

1.1.6 Surveillance of Cattle Movement

The latest technologies such as the camera based WSNs, UAV, and Radio Frequency 
Identification (RFID), etc., are employed to monitor whether any animals are moving 
or grazing near the croplands or not [8–10].

1.1.7 Assert Tracking and Farming System Monitoring

Presently, various advanced devices along with IoTs are deployed to fetch the infor-
mation about the crops. These are shared with the cloud, which can ease to control 
remotely and triggers the automation in agriculture and also makes it easy in smart 
agriculture with remote tracking and monitoring [11].

To summarize the remainder of the chapters, Sect. 2 gives the details of Infor-
mation and Communication Technology in Agriculture. Section 3 presents Research 
challenges and issues in IoT. A framework of Geospatial data with IoT for Precision 
agriculture is detailed in Sect. 4 and the conclusion is presented in Sect. 5.



The Role of Geospatial Technology with IoT for Precision Agriculture 229

2 Information and Communication Technology
in Agriculture

The IoT-based smart agriculture monitoring is employed to allow the professional
and farmers for monitoring the condition of the environment, farmland, soil, and crop
growth. The entire smart agriculture system consists of the various types of sensor,
UAV, satellite, GPS, actuators, gateway, cloud server, Internet, and Android mobile
phone. The actuator has a provision for driving systems in the smart agriculturewhich
respond to the given command by the central co-coordinator. For example, the central
coordinator estimates the soil moisture and schedules the irrigation (turn-on and turn-
off) of the actuators based on the readings from the farm field sensors. Each sensor
node sends the sensed data to the cloud server through the gateway and Internet.
Particularly, the gateway is used to collect the data from the sensor nodes and also to
distribute the control message to the sensors, mobile phone, and actuators. Figure 2
shows an example of Information and Communication Technology in Agriculture.
The software and the hardware presented in it aids in giving a success in the crop
production with the help of these technologies.

Fig. 2 Example showing information and communication technology in agriculture
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2.1 Role of IoT

The Internet of Things is the most promising technologies in precision for providing
numerous real-time solutions towards themodernization. It is a network of numerous
things connected with various embedded electronics, service provider, automated
machinery, persons, software, and hardware through Internet enabling these to gather
and share the information for taking suitable solution in the crisis situation or long-
term monitoring at anywhere and anytime, resulting in better economic gain, and
quality of life [12]. Example of IoT hardware platforms is depicted in Table 1.

Some of the benefits of the IoT in smart agriculture are as follows:

1. Increases the profitability of agriculture.
2. Improves the quality of crop yields.
3. Minimizes the negative ecological effect.
4. Prevents the occurrence of plant diseases and pests.
5. Alerts the farmers during natural calamities, hazards, storm, etc., at the right time.
6. Allows remote monitoring, access, and control.

2.1.1 Role of Big Data in IoT

The evolution of the big data and Internet of Things (IoT) becomes an ever-growing 
technology in smart agriculture development which provides the enhancement of 
socio-economics, logistics, and living standards. The IoT continues to integrate the 
huge amount of data collected from various sources (data on social media and com-
mercial networking, banking transactions, government sector and industrial records, 
forecasting of the weather, sensor networks, satellites, study materials, GPS, and 
space other research data) throughout the world [13]. For different kinds of smart 
applications and services, the big data has undergone the different level of analysis 
to produce the needed semantic information. But the big data results in the following 
practical challenges [14].

Data representation: The big data have uniqueness in the dataset including type, 
pattern, syntax, semantics, size, and accessibility. For computer interpretation and 
analysis, an improper representation of data will give unreliability in the original data 
and may also affect the efficient interpretation of various dataset. Thus, proficient 
data representation is needed to manage the heterogeneous dataset at various levels 
and also enables the different field to access the data [13].

Storage of big data: Today, various kinds of data are increasing at an exponential 
rate. In 2020, the amount of data generated and replicated from 4.4 to 44 ZB, said 
according to the International Data Corporation (IDC). Thus, an intelligent data 
redundancy reduction and compression techniques are needed to reduce the storage 
cost-effectively [14].

Responsiveness: Traditional data analysis systems lack maintaining the heteroge-
neous dataset structure which causes data incompatible issues in various engineering
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and research application. And also it fails to find structures and relationships within 
big data in a timely manner, thereby causing latency in data retrieval and processing. 
Hence, an effective data mining and analytical algorithms are highly concentrated, 
so as to overcome the issue of scalability and manageability in analyzing the huge 
volume of data [14].

Energy and heat dissipation management: The transmission, storage, and processing 
of big data by the server will consume more electric power. And also, it dissipates 
huge volume of heat which reduces the performance and lifespan of the server. Thus, 
effective energy consumption and heat control and management mechanisms have 
great attention in preserving the economy and environment [14].

2.1.2 Role of Cloud and Fog Computing in IoT

The cloud based service refers to a variety of resources related to the applications 
provide to the users on-demand over the Internet. The cloud computing is an effective 
computation paradigm for analyzing and managing the big data in IoT. The big data 
related processes such as data acquisitions, processing, filtering, and transmission 
are rationalized for providing identical information related to the needs of the user 
through IoT. Cloud computing offers adequate resources and solutions to maintain, 
store, diagnostic, and analyze to provide a solution for the large amount of data 
produced by the IoT [15]. These resources are remotely located and managed by the 
service provider and are used for the integration of host data, diagnostic, visualization, 
and development of the smart application. The remote user can easily access the 
cloud platform with their services and resources by using a mobile phone. Numerous 
sensor nodes are deployed in the targeted area to sense the interest in croplands 
and environments. These field sensors sense the event, pre-process, and transmit 
the collected data to the cloud-server directly or through gateway nodes [16]. The 
performance of the cloud computing is limited due to scalability, congestion and 
latency [17]. This is because of a huge volume of the gathered data transfer to the 
cloud and then sent back to the application devices which have a serious impact 
on the performance. To overcome these drawbacks, IoT architectures are developed 
with distributed computing model based on the fog paradigms, in which the fog 
computing node is deployed at the edge of the network to perform the automated 
decision and learning process, storage, and interface with cloud services [1, 15]. This 
fog computing paradigm allows the farmers to easily analyze the changes and make 
the decision in a short period.

2.2 Role of Sensors

The advancement in the MEMS and other communication technologies are used to 
invent a compact and low-cost sensor node which is utilized in a variety of real-
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time application for collecting the information about the environmental and physical
parameters associated to the crops [10, 18]. It can support the agriculture profes-
sional to make wise decisions and will be informed to the farmers for further action.
Advantages of WSNs in smart agriculture are as follows:

1. Ease of node deployment.
2. Low establishment cost.
3. Long-term croplands monitoring.
4. Real-time support and intervention.
5. Increased crop productivity.

Various sensor nodes that are suitable for agriculture are categorized into the
plant-related sensor, soil and water-related sensor and environment-related sensor 
and are discussed below.

2.2.1 Soil and Water Related Sensors

Table 2 depicts that the various types of the sensor are currently utilized for measuring 
the soil and water related parameters such as moisture, water flow, temperature, 
nutrients, water content, water level, and conductivity.

2.2.2 Environment Related Sensors

The environment-related information is an essential part of the precision agricul-
ture. The potential uses of these sensor nodes include monitoring the greenhouse 
gases, pollution, ambient temperature, relative humidity, atmospheric pressure, solar 
radiation, and lightning. The environment-related sensors are mentioned in Table 3.

2.2.3 Plant Related sensors

These types of sensor are attached to the plants for monitoring the leaf wetness, tem-
perature, conductivity, ice formation, water level, plant stem-cell growth, and yield 
quality. Table 4 shows the various types of sensors with plant related measurement 
parameters.

2.3 Role of Remote Sensing

Remote sensing is described as a process to gather information through non-physical 
contact measurements of radiation reflected or emitted from the particular material 
[19]. The remote sensing is mainly depending on the reflectance or emission prop-
erty of the object. The signal emission or reflectance of the object is based on the
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Table 4 Comparison of various plant related sensors available in the markets

Sensing devices Wetness Ice formation Plant growth Water level

PHYTOS 31
(www.metergroup.com)

� �

LWS-L (www.campbellsci.com) � � �
237-L (www.campbellsci.com) �
Davis 6420
(www.davisnet.com)

�

EXO-Skin Sap Flow Sensor
(www.dynamax.com)

�

DEX20, DEX70, DEX100 and
DEX200 (www.dynamax.com)

�

chemical and physical characteristics of the particular material, and their geographic 
environment such as temperature, leaf wetness, and chlorophylls, etc. The chemical 
compounds of the crop, called chlorophylls emit the radiation which is inversely 
related to the absorption of the electromagnetic radiation. The measurement of the 
radiated signal is performed through the different levels of spectral bands includ-
ing Green, Blue, Red, Near Infra-Red (NIR), and Short Wave Infra-Red (SWIR). In 
agriculture, the Green, Red, and Infra-Red are widely used to obtain the vegetation 
indices. The common method for measuring the vegetation index is the Normalized 
Difference Vegetation Index (NDVI). These indices are used to analyze specific char-
acteristics such as crop biomass, Leaf Area Index (LAI), crop count, water content, 
plant stress, humidity. In agriculture, the variation in chlorophyll concentration is 
highly sensitive to the variation of green and red wavelength (i.e., the absorption and 
reflection measurement of electromagnetic radiation through the green and red wave-
lengths are inversely varied with respect to the concentration of chlorophylls) [19].

For example, highly concentrated chlorophyll plants attract more radiation in red 
and blue wavelength and less reflection in infrared or green wavelength. On the 
contrary, less chlorophyll reflects with the high red wavelength. Thus, investigating 
the visible to the infrared spectral band can give necessary information about the 
plant’s cellular arrangement for measuring the plant stress, and productivity. The 
analysis of the red edge spectral region provides a better responsiveness under stress 
induced by chlorophylls content changes and also accurately estimates the LAI than 
the green and red spectral range. The remote sensing can be performed by satellite-
based platform (satellite, UAV, etc.) and ground-based platform (tractor, hand-held 
sensors, etc.).

Multispectral Scanner System sensors, LiDAR [20], RaDAR, thermal and infrared 
cameras are frequently used in the satellite and UAV [8], so as to estimate the spatial 
factors of agriculture objects such as biomass, N stress, yield mapping, pest and 
disease detection which is based on the observation of the reflectance of electro-
magnetic radiation from the soil and crop organic contents. The recent improvement 
in real-time satellite imagery (e.g., Eo-1 Hyperion, Hyperspectral Infrared Imager

www.metergroup.com
www.campbellsci.com
www.campbellsci.com
www.davisnet.com
www.dynamax.com
www.dynamax.com
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(HyspIRI)) is high spatial and spectral resolution that could be provided the bet-
ter classification and decision making in precision agriculture [19]. Examples of
satellites that are used in the Precision agriculture are given in Table 5.

Ground-based remote sensing otherwise called as proximal remote sensing, in
which the sensor nodes are mounted on to the sprayer, tractor, etc., had important
capabilities for determining spatial patterns of soil organic matter, calcium, phos-
phorous, potassium, carbon, soil temperature, moisture, salinity, soil pH, N stress,
water stress, and crop yield. These types of sensing provide a real-time agricul-
tural application specific management such as fertilizer, pesticides, and irrigation.
The ground-based remote sensing is more accurate as compared to the sky-based
platform since it is less affected by the cloud cover. Asher et al. [21] discussed a
ground-based remote sensing, in which linear move irrigation system designed with
six IR sensors and moving weather station was used to find the canopy tempera-
tures and dry area of the cropland. This sensed data enabled the grower to open the
irrigation control valve.

Applications of the remote sensing in agriculture are listed as follows: (i) crop-
ping system analysis, (ii) agriculture drought assessment and monitoring, (iii) soil
mapping and monitoring, (iv) water resources monitoring, (v) crop area estimation
and monitoring, (vi) incidence forecasting, (vii) diseases and pests detection.

The limitations of the remote sensing in the agriculture are as follows:

1. Simultaneous sensing of the reflectance radiation from the crop by the sensor
causes the confusion in spectral band.

2. The scaling issues due to the inappropriateness between the actual considered and
remote sensing data and also it provide the inadequate information for evaluating
the historical data.

3. Low accuracy in reflectancemeasurement of the soil andwater due to the organic
matter, surface roughness, and moisture, thus characterizing the soil and water
properties are very complex.

4. Hard to classify the crop species.
5. The usage of the passive sensor in the remote sensing is severely affected by the

weather condition.

2.4 Role of GPS

The GPS and Global Navigation Satellite System (GNSS) give a Geospatial position 
on the earth surface or it provides the position of the UAV on the sky with respect 
to the earth surface [22]. The crop field monitoring connected with GPS provides 
the necessary data to map the agriculture applications and a site-specific cropland 
management. The tangible benefits of using GNSS and GPS in agriculture are: (i) 
providing guidance for auto steering the tractors, sprayers, and spreaders on the 
cropland, (ii) allowing the worker to perform the agriculture activity in low visibility 
condition.
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2.5 Role of GIS

The geographic information system provides a computer-based framework for col-
lecting, storing, processing, analyzing, mapping, and visualization of Geospatial 
data. With this geographic science with tools, GIS depicts closer discernment into 
data for understanding the pattern, collaboration, and circumstances which help the 
people to make smarter decision attaining their goal in real time practices [23]. The 
GIS technology is mainly used to store the layers of information and integrate the 
agriculture field with remotely sensed data and produces the number of possibilities 
in analyzing the geographical data. Numerous modern GIS software packages such 
as GRASS GIS, ArcGIS, QGIS, OpenStreetMap, and GeoMedia, etc., are easily 
shared their resources (imagery, features, base-maps, spreadsheets, and tables) and 
embedded with apps for solving a complex problem and it is freely accessible by the 
public user [24].

The GPS provides the position of the user or receiver through showing the lon-
gitude, latitude, and altitude which is not useful in finding the location. But GIS 
provides the information about where you are on the map by using computerized 
mapping system (contains all geographic Information and maps) which also dis-
plays or visualizes the ground terrain surface in 2D or 3D scenes. For example, GIS 
model is incorporated into GPS providing necessary information on the identification 
of sensor node placement with the earth and the mapping of satellite image to the 
corresponding farmer’s registered cropland.

2.6 Role of Wireless Communication Technology

As depicted in Table 6, the Bluetooth 802.15.1 offers low powered and high 
speed over short-range wireless communication which connects mobile phones and 
portable devices and it can connect the devices up to 10 m within its range. Zigbee 
802.15.4 is low cost and low powered communication technology which is specially 
designed for controlling and monitoring of sensor network application and can pro-
vide coverage up to 100 m with the transfer rate is up to 250 Kbps. The Wireless 
Fidelity (WiFi) standards 802.11a and 802.11b are introduced in 1999 and provide 
data transfer rate up to 11 Mbps, followed by 802.11g is speed up to 54 Mbps. It is 
commonly used in the educational institution, company and business premises, and 
railway station which allow every individual to access the internet through WiFi. 
Worldwide Interoperability for Microwave Access (WiMAX) 802.16 is a new wire-
less technology in broadband network access. It can provide the services up to 50 
Km with data transfer rate up to 70 Mbps. However, WiMAX requires the license 
for using the spectral bandwidth. The 2G evolved in the 90s comprises the IS-95 
and GSM digital voice standards. The added feature of GSM is that it can support 
circuit switched data (wired communication) at speed up to 14.4 Kbps. The advent 
of 3G becomes a new era in cellular mobile communication development in the view
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of high-speed data communication, security, bandwidth, and support various multi-
media applications, etc. it can support the data rate up to 2 Mbps and 384 Kbps for 
indoor and outdoor application respectively. The 3G licensed network services are 
operated and owned by the service providers and these services sell to the end users 
based on the usage of the data or use the network resources per seconds. The 4G is 
Internet Protocol (IP) based integrated system which provides the data rate between 
100 Mbps and 1 Gbps in both indoor and outdoor application. The salient features of 
4G are high quality, speed, security, and bandwidth, and also allow the mobile users 
to access the Internet at anywhere and anytime.

3 Research Challenges and Issues in IoT

3.1 Security Related Issues

The productivity of the agriculture is directly related to the environmental parameters 
such as humidity, wind speed, temperature, acidity, CO2, and soil moisture, etc. if 
any modification, insertion, and deletion of these parameters have a negative out-
come on the crop growth and productivity. Hence, the security and privacy are crucial 
issues in cropland. For example, any modification on the fertilizer quantity leads to 
reduce the productivity of the crop or the excessive use of fertilizer causing envi-
ronmental pollution and reduce the groundwater quality. Therefore, great effort is 
needed to protect the environmental data from the network hackers or eavesdroppers 
[3, 25–27].

3.2 Data Management

In smart agriculture, various kinds of data are collected from the several sources 
such as sensors in the cropland, satellite images, GPS, meteorological, etc., which 
are intended to be connected to the cloud. The management of these big data is a 
challenging task to the designer in agriculture because the determination of the data 
collection, diagnosis, analysis, decision making, and evaluation are the complex 
process in the cloud [28]. Thus, the integration of IoT and SDN require a new 
methodology in deployment, hardware and software services, communication, and 
resources [29].
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3.3 Fault Tolerance

It is an important attribute of the WSNs for achieving an efficient smart agriculture.
There are different kinds of faults occurred in WSNs due to (i) uncorrected values
showed in the sensor’s measurement, (ii) deployment of the faulty sensor, (iii) poor
network design, (iv) failure in the communication link, (v) exhausting of the battery
energy very quickly [30].

3.4 Memory

The large size of memory is required for storing the big data which are collected
from the various deployed sensor nodes and other resources. These collected data
are used to analyze and derive the conclusion about the current status of the cropland,
crop growth, fertilizer and pest level, and also send the valid command to the farmers
through SMS or mobile agriculture app. [17].

4 Framework of Geospatial Data with IoT for Precision
Agriculture

4.1 Existing Infrastructures

Akkas et al. [31] developed an IoT based greenhouse monitoring in which the Micaz 
motes were utilized to collect the environmental parameters such as humidity, tem-
perature, light, and pressure. The collected information transmitted through 802.15.4 
to the MIB 250 base station, so as to perform the analysis of the collected data and 
make the inference and operation management. The end user can communicate with 
BS by using the mobile phone or the internet to get the management information 
about the green-house. Nagarajan et al. [32] demonstrated a sprinkler irrigation auto-
mated system with the help of the pH, temperature, and soil moisture sensor. These 
sensors were used to gather the field information and forwarded to the BS through 
Zigbee protocol. The decision support system in the BS made the inference about 
the cycle of irrigation and sends the command to the irrigation actuator through the 
PIC microcontroller. Martinez et al. [33] discussed a measurement of greenhouse 
climatic parameters such as humidity, air-speed, ultraviolet radiation, and globe and 
air temperature and transmitted to the remote operator through 802.15.4. Foughali 
et al. [34] developed a blight forecast model based on the weather condition and field 
sensor (Waspmote 868 SMA 4.5 DBI). The sensed information was transmitted to 
the IoT cloud platform (Ubidots) through the gateway by using 802.15.4. The ubidots 
were analyzed and monitored for the incoming sensed and offered the notification 
service to the farmer’s mobile phone.
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4.2 Case Studies

Some real-time of agriculture related application by using IOT are discussed in below 
and summarized in Table 7. These applications related documents are gathered from 
www.campbellsci.com.

4.2.1 Pest Control and Evapotranspiration System

Radu Carcoana, North Dakota State University described the weather monitoring 
and pesticide application, in which various kinds of sensors (wind speed and direc-
tion, temperature, solar radiation, relative humidity, barometric pressure, and water 
level) are deployed in the region of North Dakota, USA in order to collect the field 
information and enhance the crop productivity and quality. These recorded sensor 
data are accessed through the phone which can be used as input of an automated 
decision system to monitor the specific crop diseases and plant-growth. This will 
help the formers to take a decision about when and how much uses pesticide and 
irrigate.

4.2.2 Flood and Irrigation Monitoring

Rajat Saha, MBK Engineers Narendra S. Raghuwanshi, Indian Institute of Technol-
ogy Shrinivasa K. Upadhyaya, UC Davis Wesley W. Wallender, UC Davis David C. 
Slaughter, UC Davis tested the irrigation control in the area of 720 ft long and 50 ft 
wide in University of California Davis campus which comprises of field sensor and 
communication system for monitoring the flood irrigation water at the lower end of 
the cropland. The sensor data are recorded in the micro-logger CR3000, which in turn 
transmits the collected data to the irrigator through the cellular modem (RAVEN110).

4.2.3 CO2 Monitoring

Agricultural Research Service (ARS) demonstrated the CO2 flux cycle measurement 
in central and western US by monitoring the exchange of carbon dioxide between 
the rangeland and atmosphere.

4.2.4 Water-Resource Management and Weather Monitoring

South Jersey Resource Conservation and Development Council, Inc., Campbell Sci-
entific, Inc., developed a Resource Information Serving Everyone (RISE) network 
which aimed for watershed protection and management. In this, the water qual-
ity and weather station were established in the New Jersey by deploying various

www.campbellsci.com
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communication system, environment and the soil related sensor for collecting the 
valuable field data. These collected data are retrieved from the water quality and 
weather station through the telephone modem, thus, the user can build up own irri-
gation management system for their particular cropland.

4.2.5 Korea: Flux Monitoring over a Rice Paddy

Campbell Scientific and Department of Atmospheric Sciences at Yonsei University, 
Seoul, Korea, jointly calculated the greenhouse gas fluxes such as methane, carbon 
dioxide, and water vapor over paddy by using a CH4/CO2/H2O vapor profile system 
and eddy-covariance system.

4.2.6 ISS System for Studying Plants in Space, Feeding Space Travelers

The Utah State University, Space Dynamics Laboratory (SDL) developed a plant 
growing chamber in space with the help of Campbell Scientific, and International 
Space Station (ISS). The data logger is used to monitor the temperature and water 
content, and also control the plant growing environment. This project is used for the 
micro-gravity food production, as well as it can also be used to perform the research 
in improving the space traveler life quality.

4.2.7 Costa Rica: Banana Production

Campbell Scientific and Costa Rica for the National Banana Corporation (COR-
BANA) established the network by using agro-meteorological stations. This network 
performs the data transmission between the filed sensor and the end users, mail ser-
vices, Internet, VoIP at the end office through a Mikrotic Wi-Fi. Thus, CORBANA 
specialist can perform the relevant precautionary measures about the irrigation, fer-
tilization, controlled usage of pesticides, diseases, banana production based on the 
collected field parameters (wind speed, wind direction, rainfall, soil moisture, relative 
humidity, temperature, leaf wetness, and solar radiation).

4.2.8 Colombia: Fighting Fungus on Roses

The Agro-Industrial Research Center at Jorge Tadeo Lozano University studied the 
various environmental conditions which encourage the growth of fungus on the rose. 
In order to avoid the downy mildew on roses, the leaf wetness sensor (Decagon LWS) 
and Apogee SI-111 Infrared Radiometers were deployed in the farming land. These 
sensors were connected to data-loggers (CR1000) through AM16/32 multiplexers. 
These sensor nodes were used to monitor the environmental changes and made a
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better condition for preventing the fungus growth accordingly, resulted in the avoid-
ance of the use of pesticides and environmental pollution.

4.3 Proposed Framework

Precision Agriculture is defined as a method of farm management that retrieves the
existing real-time data, process and analyzes it and provides a solution to the farmers
in the decision-making process to decrease inputs and increase crop production.
The technological developments embarked on a way to use these in all fields of
applications. The agriculture industry and automation suppliers are trying to explore
and utilize the opportunities for improving their production, profitability, and farming
practices with the help of IoT and digital solutions. The proposed architecture for
the integration of Geospatial data with IoT to realize precision agriculture is shown
in detail in Fig. 3.

It is observed from the figure, those sensors in the farm and farm equipment
provide real-time data availability and alarms through the Internet for further process.

Fig. 3 Concept of IoT
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The collected real-time data are analyzed using Big Data analytics and stored in 
the cloud server for making decisions. The decisions are taken after collecting the 
Geospatial data. In sensor-based precision agriculture system, data from the sensors 
are generally shared among the stakeholders either through a local server or the cloud. 
This information exchange purely depends on the reliability of the communication 
network and the Internet. Then, the processed data can be retrieved via smart phones 
and user-friendly apps that are available to represent it in a simple and clear format. 
It is found from the literature, the Geospatial information has an impact over the 
crop yield, irrigation and amount of fertilizers etc. Hence for taking a corrective and 
preventive action, IoT based smart farming is felt to be streamlined. It definitely 
helps in the prediction of the available and required water resources, fertilizers, and 
control of weeds. In recent years, Precision agriculture gained popularity among 
farmers across the globe because of the technological developments. Farmers are in 
need of these for realizing the optimum production with the available resources. Due 
to the global warming and sudden fluctuations in the climatic conditions and weather 
patterns, no one can expect an efficient production in agriculture without the help of 
these smart farming.

5 Conclusion

IoT is a vital technology in precision agriculture for increasing the crop productivity, 
monitoring the environmental factor, measuring the quality of water and soil. The 
IoT technology allows the farmers to monitor the crop remotely and make any deci-
sion related to the agriculture tasks like water irrigation, greenhouse maintenance, 
and pest monitoring, etc., at any time and anywhere through the Internet. In this 
chapter, the components and technologies involved in the IoT and their strengths, 
challenges, and issues all are elaborated. The need for the Geospatial data with IoT is 
discussed. This chapter reveals key strategies to handle the environmental crises such 
as flood, drought, cyclone, pollution, global warming, and blights, etc. and provides 
the awareness about the utilization of various technologies which are involved in the 
precision agriculture. The outcome of the proposal is to develop awareness about the 
precision farming and available control software application toolkits in the market 
and to make use of it. With this, the farmers can easily access the zone management 
office, update the crop details automatically and to retrieve the awareness and con-
trol information such as soil irrigation, soil nutrition, crop diseases etc. The proposed 
framework if it is developed as a model and implemented in real time, definitely it 
will bring a revolution in the agricultural sector.
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Design Thinking on Geo Spatial Climate
for Thermal Conditioning: Application
of Big Data Through Intelligent
Technology
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and Bhubaneswari Bisoyi

Abstract This research paper has explored in understanding the design thinking
aspect of thermal insulation capacity of rooftops through application of big data and
intelligent technologies. The challenges encountered by the technocrats for analyzing
the aspects of thermal insulation under varied geothermal conditions are addressed
in the research paper. Large volume of information on huge infrastructure can be
evaluated through intelligent techniques automatically; which improve the quality of
lives. This actionable knowledge unlocking the value; exploring from the raw data
shall increase design efficiency and reduce design cost through a proper manage-
ment system. The smart data developed through intelligent big data analytics with
statistical and machine learning shall provide solution to problems. They can pro-
vide solution for various geothermal locations across the globe with multi-objective
problem solving designs. This research study shall investigate into testing of con-
struction materials through different kind of material mix with various permutation
and combinations.
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1 Introduction

Big Data has resulted in the introduction of new opening for various study, progress, 
advancement, and dealing. Basically, four Vs are followed: volume, velocity, veracity, 
and variety. Nowadays, Big Data and Cloud Computing have an interlinked structure 
which is taken with utmost importance in the sectors of information technology and 
geospatial communities. Tera-bytes and pera-bytes of data are recorded each day 
for earth observation and model simulation. This Geospatial big data has resulted in 
a large number of spatial datasets which has exceeded present computing capacity 
of the systems. Every day the size of geospatial data is increasing 20% of its data 
volume [1]. With the increase in demand for shelter and workplace, buildings are 
being constructed extensively. With the increase in building construction, the use of 
energy resources has increased for thermal conditioning. The spatial data play an 
important role in recording and observing the temperature data and the energy usage 
data in the form of units of electricity used. This can help to find out a viable media 
for conserving resource by carefully investing the natural resources by predicting its 
usage with the help of geospatial big data and resulting in saving the environment.

1.1 Big Data Processing

In the present scenario, big data has surfaced through innovative prospect in the field 
of research, development, and business. It is characterized by the four Vs: volume, 
velocity, veracity and variety and it might fetch justifiable assessment all the way 
through Big Data processing. Whereas, cloud computing has appeared as an inno-
vative platform to impart computing as a facility for mitigating various processing 
needs with (a) on-demand services, (b) elasticity, (c) broadband access, (d) pooled 
resources and (e) measured services. In the Big Data domain mainly four geospa-
tial scientific examples are established which includes climate studies, geospatial 
knowledge mining, land cover simulation, and dust storm modeling [2, 3]. The life 
cycle of Big Data processing has four examples of framework method supports which 
comprise of management, access, mining analytics, simulation, and forecasting. Sim-
ilarly, Big Data is nothing without cloud computing for the geospatial communities 
distantly located which is explained in the following sequence [4–6].

2 Cloud Computing in Big Data

The two major philosophies in the area of information technology and geospatial 
communities that have come up in the present time are big data and cloud com-
puting. Various organizations such as AAG, ESIP, AGU and the international GIS 
Science Conference have originated this special issue to encapsulate the most recent
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encroachments on using cloud computing to intercept big geospatial data challenges.
From past four years, Big Data and Cloud Computing are gaining tangible escalation
and have aroused as a successful domain for research [7–11]. The areas that are cov-
ered within cloud computing and big data includes transportation, climate, remote
sensing, end-user profiling, data access, and projection. An efficient data processing
framework has been proposed by Zhou for drawing out huge trajectories of moving
objects using GPS data [1, 12, 13]. Similarly, the framework presented by Li-Yang
facilitates the setup, operation, filing, and image of climate modeling in a Model as
a Service (MaaS) fashion [14, 15].

2.1 Geospatial Data in Cloud Computing

Daily there is an inflow of data in tetra-bytes or even in pera-bytes for the earth obser-
vation andmodel simulation.Usually, data acquired in non-traditional geospatial data
acquisition methods considered to be quicker and quantitative in nature. Adding to
the large volume, geospatial data exists in a number of structures and designs for var-
ious purposes, their exactness and ambivalence spread transversely through a broad
scope and data are required to be formed in a fast velocity by application of sensors
[16] (Fig. 1).

Cloud Computing has emerged as a new prototype to proffer computing as an
efficacy service having five advantageous characteristics: (a) rapid and elastic requi-
site computing power; (b) pooled computing power for better utilization and sharing;
(c) fast access broadband for communication; (d) on-demand access for computing
and (e) pay-as-you-go for the parts used in traditional computing [3, 4, 5, 16]. Cloud
Computing has adopted the service-oriented architecture model and enables “every-

Fig. 1 Types of geospatial domains and various models in cloud infrastructure
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thing as a service”, which includes Infrastructure as a Service (IaaS), Platform as a
Service (PaaS) and Software as a Service (SaaS).

Utilization of Cloud Computing for addressing Big Data issues is still in its early
stages, and it is a formidable task. Various studies are being carried out in the area
of climate studies, knowledge studies, land-use and land cover change analysis, and
stimulation of dust storm through utilization of cloud computing [6, 12, 17].

Figure 2 illustrates the architecture of the cloud-based service-oriented workflow
system for a climatemodel. Thismodel includes: (a) compilation and runningmodels
on VMs; (b) the VM status information is provided on the cloud platform which is
displayed on the VM service monitor after which the resource scheduling is done;
(c) the output of the model is provided by the data analysis service as the input for
analytics. The result of the analysis is accessible to the user through the internet. All
these services are controlled by GUI. This system helps the application specified by
workflow to automatically transition the service. The cloud-based methods consume
10 times less over the traditional method [18–20]. Large geospatial data has grand
challenges during the lifecycle which revolves around data storage, access, manage,
analysis, mining, and modeling. Some emerging challenges are yet to be addressed
which are as follows:

I. Big geospatial data storage and management have become a matter of utmost
importance; it includes optimization of the traditional and emerging database
management techniques.

II. Space-time Big Data mining has some main components which are real-time
data processing, extraction of information and automation in the extraction of
information and knowledge.

Fig. 2 Climate model study by cloud-based service-oriented workflow system
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III. Where there are a sensitive data and corresponding users’ privacy there is a
challenge in assuring security for its protection.

IV. The energy efficiency and sustainability of the Cloud Computing resources are
important as it directly depends upon its usage behavior on the cloud.

V. Space-time thinking methodologies are crucial which should be developed and
formalized for optimizing Cloud Computing for big geospatial data processing.

3 Geospatial Big Data

Geospatial big data refers to spatial data sets exceeding the capacity of present com-
puting systems. Generally, a considerable portion of big data is normally geospatial 
data, which is growing in its size day by day by at least 20% every day. Geospatial 
data has always been Big data. Big data analytics for geospatial data has a consider-
able attention to allow users to observe and use large amounts of geospatial data. It 
is observed that about 25 PB of data is being generated per day in Google, of which 
large portion of data is spatial-temporal data [4, 18, 21, 22]. With the increase in 
geospatial big data every day, the capability of high-performance computing needs 
to be improved majorly for modeling and simulation of those data. With recent 
improvements, we have a lot of opportunities for using the advanced analytics for 
geospatial big data.

4 Thermal Comfort in Buildings of Tropical Countries

The rate of urbanization in the tropical countries has raised concerns over depletion of 
available resources. Wise and efficient utilization of energy is a must to conserve them 
for a longer period of time as they are fast-depleting. By 2020 the developing countries 
are expected to use more resources than that of the advanced nations. Besides the 
transportation and industrial sector, the major consumer of resources is the building 
sector. This usage of energy is mainly due to the availability of electricity at a very 
cheap rate by the local governments, and it has become a macroeconomic problem 
[1, 7]. Even the commercial buildings have more energy requirement than that of the 
normal buildings as they have to maintain an ambient environment maintaining the 
humidity and temperature for better indoor comfort. It comprises of about 30–60%
of the total energy consumption. It is also identified as the source of largest energy 
saving possibility. One of the most important and useful methods of identifying 
thermal perceptions is the thermal comfort analysis of a particular building space 
and the possibility of energy saving [1, 15]. This analysis can be saved as a spatial 
data in the form of big data and cloud computing. This data would further facilitate 
the prediction and usage of energy resources in the different environment. Besides 
the use of air conditioning machines, the adaptation and acclimatization of occupants
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in the buildings in the tropical environment would be able to contribute largely to 
energy savings [9, 23, 24].

Occupants craving for thermal comfort results in using energy for thermal con-
ditioning which directly relates to the building regions having no natural ventilation 
and greenery. The temperature changes can be tabulated and observed which can later 
be saved for further use in the form of geospatial big data [3, 17]. Lack if ventilation 
results in a rapid increase of building operating cost which requires improvement in 
energy efficient building designs. Nowadays, air conditioning requirement among 
the younger generations has increased considerably as they are exposed to thermal 
conditioning at a younger age which makes then non-resistant to change in tempera-
ture. Taking the cost factor into consideration an algorithm can be created for stating 
the adverse effect of modulating use of air-conditioning which affects the cost by 
using Geospatial Big Data [25–29]. In many cases, almost all of the non-commercial 
high-rise buildings have full air-conditioning where occupants have minimal con-
trol over the thermostat and air flow speed by mechanical means. Installing fixed 
air conditioning thermostat set-point can cater to the easiest way to control energy 
consumption thereby reducing irregular consumption. It would also result in no extra 
service cost and maintenance charges.

4.1 Engineering Thermal Control Measures

In the civil environment the elimination of risk and hazards caused due to the erratic 
thermal condition has to be checked and prevented for a better working environment 
though it incurs investment, it will ensure higher productivity and sustained devel-
opment in the scales of economy. The plants should avoid installation of mechanical 
devices like air-conditioners, ventilators, and heaters which are energy intensive and 
add to the operational cost and maintenance due to consumption of energy. Rather the 
buildings should have a design thinking approach with predictive temperature adap-
tion techniques. Buildings constructed for the purpose should choose eco-friendly 
materials and appropriately use them in the design stage. It has to strike a sustainable 
green option for achieving energy efficacy. The building has to accomplish with an 
eco-friendly design calibrated to climate change [8, 11, 30, 31].

4.2 Efficient Green Building

The idea of green buildings employs eco-friendly materials to reduce energy demand 
by optimally using available resources. Zero energy houses have been popular in 
the western world. In the tropical environment of the developing countries, eco-
friendly traditional know-house/knowledge, and thermal resistant materials for the 
building have been popularly used in the villages. The eco-friendly materials include 
bamboo, timber, straw, grass, paper flakes, compressed earth blocks, bagged earth,
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rammed earth, clay, sisal, sea-grass, coconut, wood fiber have been used as natural
materials for buildings. To assess their thermal performance and properties, specific
heat absorption capability, transmissibility, heat transfer coefficients, and thermal
conductivity are required. As a matter of fact, this critical research review shall focus
on the variety of building materials used in the making of green building. It shall also
analyze the materials that have the properties to absorb heat which may be applied
in the workplace for thermal comforts resulting in productivity [11, 16, 20, 32].

4.3 Building Thermal Comfort: Influencing Attributes
of Geospatial Data

Besides energy saving and designing of a house with an eco-friendly approach, 
thermal comfort of the building are as well influenced by multi-dimensional factors. 
They are building design, orientation, ventilation, space utilization and eco-friendly 
materials. It nonetheless has to blend and integrate the modern and traditional energy-
saving practices. Usage of geospatial data of thermal reading would play an important 
role in the prediction of temperature variation over a period of time. The data created 
by various temperature sensor types are recorded over a period of 2 years and saved on 
accessible cloud storage. Any building is not a unit away from external environment 
and is separate. Climatic conditions affect and influence the thermal atmosphere of 
the building directly and indirectly. Therefore, internal thermal condition affecting 
aspects have to harmonize with the influence of external humidity and temperature. 
In India, Middle-East hot temperature and in the western world cold temperature 
can enter into the building easily through translucent and transparent materials [19, 
20, 24]. Thus the thermo-physical properties of the material are significant. Lower 
thermal conductivity and thermal diffusivity reduce temperature swing inside the 
building. Similarly, higher thermal conductivity based materials prove ineffective. 
Nylon, polystyrene foam has optimal thermal comfort for flooring in hot and humid 
environment. Ventilation is a significant factor for thermal comforts of a building 
or a structure. Modification of the conventional materials to the modern technology 
has contributed to the thermal comforts. Moreover natural ventilation improves the 
comforts in the buildings in the hot and humid atmosphere. In order to ensure natural 
ventilation the building can use wind tower, wind scoops, ventilation chamber, double 
façade, chimney, embedded duck and atrium. Persian building architectural design 
for natural ventilation of the interior space in a building is a dome with the opening 
at the peak (Bernoulli’s Equation) [24, 32, 33].
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4.4 Thermal Comforts of Building Appliances

To control the temperature in the buildings the standard three methods are adopted, 
they are conduction, convection, and radiation. Through these three methods gener-
ally, heat gets transferred into the building. They enter through the walls, windows, 
and roof from all around the surrounding atmosphere. Gravel concrete and marble 
is an excellent conductor of heat which should be evaded for external construc-
tion [34–38]. Hence to minimize transfer of heat from outside to indoors, materials 
like wood, glass and another alloy should be chosen for the windows, walls, and 
ceilings. Windows have been scientifically made to check the transfer of heat. The 
mutual radiation between the walls and the ceiling also has an adverse effect. Mate-
rials that absorb radiation shall lower the temperature within the building. Kunzel 
et al., quotes, “Building materials should be non-hygroscopic and capillary-inactive 
(hydrophobic)”. Water is also silent rouge which can disturb the thermal insula-
tion [39–42]. Currently, modern buildings with load-bearing capacity and durability 
have threatened the utilization of natural building materials. Natural and conven-
tional materials have their thermal comforts and technological innovation on the 
materials have a great potential of usage in a tropical climate. Advanced materials 
like polymer skins, vacuum insulation panels, and gas-filled panels have immense 
potential for thermal insulation. Currently, a happy combination of synthetic and 
natural construction materials are being used as hybrid materials [7, 8, 43, 21].

4.5 Indigenous Materials for Buildings

Europe as a cold country has been using cork for insulation for ages. Granules of the 
cork are compressed at high temperature for low thermal conductivity. They were 
used in construction application such as flooring, exterior, interior walls and ceilings. 
They also provide acoustic insulation. Similarly timber and wood are known for their 
Omni-application in floors, roofs, walls, windows and doors and so far. Wood is a 
hygroscopic material. And its thermal properties are functions of moisture content. 
Fiberboard or hardboard panels made of wood pulp have less thermal conductivity 
values than solid wood because it has air spaces in the fiber. The Indoor climate is 
moderated by wood-based products for its diurnal changes in the humidity. Wood 
has a higher heat capacity (1.6–3 kJ/kgK) and comparatively less density in relation 
to concrete, brick, glass and plastic. Application of straw in Australia, France and 
Mexico as building material since ages is a popular technology. Straw bell buildings 
have stupendous thermal performance due to isolative value of the bells and solid 
plaster shell of the interiors [11, 31, 44, 45]. The thermal resistance value of straw 
ranges from 6.51 to 7.82 W/m2 K for 55 cm thick straw bale. But it has inherent 
disadvantages as they are also highly inflammable. Similarly building construction 
made of real minerals and rocks for rock wool insulation it has capability to obstruct 
sound and heat. This method is a superior conductor but stops heat moment and
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are sustainable due to eco-friendly properties. Besides brick is the most significant 
construction material. The thermal conductivity of clay brick is high as compared 
to red brick which require less energy for sustaining thermal comfort. The internal 
temperature control of red brick building is stable during extreme fluctuation in tem-
perature in the hot and humid climate. Mud bricks maintain the indoor temperature 
cooler during summer. Fly-ash bricks (FAB) are becoming popular for green build-
ings. FAB recycles the by-products and is utilized for thermal conductivity. FAB 
has thermal conductivity of (0.90–1.05 W/mK) as compared to the traditional bricks 
having conductivity of (1.25–1.35 W/mK). The versatile insulation material named 
tuff-stones is amply used in masonry and is a heat insulator due to its porosity. Walls 
in tuff- stones are better and are bio-degradable. They are affordable by common 
man [8, 10, 46].

4.6 Synthetic Substance Made Building Materials

The thermal conductivity of the regular concrete used lies within 1.3–1.5 W/mK and 
the content of moisture is as high as 8%. The character of the most regularly used 
building material is to store heat and hold-up its transmission in order to provide 
thermal comfort. The thermal conductivity and heat capacity of cement paste is low. 
Whereas, Portland Cement Concrete (PCC) made of rubber mix also provides benefit 
for insulation. A 20.34 cm thick ACC wall with no insulation delivers an R-Value 
of 13.28 with the benefits of retaining coolness from air conditioning for a longer 
time. It makes it preferable to be used in tropical hot climates. Its use started in the 
1990s. Moreover, vermiculite concrete is hydro-silicate mineral that is classified as a 
Phylo-silicate. It is lightweight and environmentally beneficial insulator. Rigid foams 
(polystyrene, extruded polystyrene, polyurethane) and flexible foams (polyethylene 
etc.,) and spray foams contribute to thermal comforts. Phase Change Materials (PCM) 
stores the heat by trapping the thermal energy for the betterment of human comfort. 
Polymer skins create a skin held in between structures, based on the thermal con-
ductivity the skin inflates or deflates [4, 22, 23, 30]. The product like polymer skins 
consist of a pneumatic cushion divide with a skin sandwiched between the structures. 
This sandwiched skin in between inflate and deflate in circumstances depending on 
the thermal conductivity. They are applied in mega-construction projects worldwide 
in the advanced nations. In smaller buildings the applicability has not been feasible 
yet; similarly aerogels consisting of porous synthetic materials are one of the lightest 
of the materials used in the buildings. These arrow gels have been successfully used 
for thermal insulation. Low tensile strength is the disadvantage. Nonetheless Vac-
uum Insulation Panel (VIP) similarly has quite low thermal conductivity mostly used 
in high end insulation. This has a performance of insulation in comparison to the 
materials used for conventional insulation; VIP is 4–8 times better. A standard VIP 
product has internal core covering, barrier envelope and a getter along with a heat seal 
[2, 3, 5, 47]. Thermal conductivity is 0.002–0.004 W/mK which is based on the use of 
core material. In this material air is better evacuated when core material of the VIP is
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good. Barrier envelope protect from the damage of environment. Getters/desiccants 
absorb the vapours that penetrate through the barriers. Mostly core materials are 
non-biodegradable. VIP has been applied in zero energy buildings/passive houses. 
To make a small house high thermal efficient VIPs are used, which insulates ceilings, 
walls, floors and roofs. Integrating pre-fabricated construction materials with VIP 
is a reasonable idea. Safe Memory Polymers (SMP) act as sensor for ventilators in 
the vents which control indoor temperature. SMP can be used in air-conditioners 
can automatically switch off if the windows are open. It conserves energy. SMPs are 
largely used in walls improvised for thermal comfort. It creates scope for thin walls, 
extra space for interiors and low expense for energy. Embodied degree of energy for 
these materials is higher which has a price for environmental degradation which is 
recovered again by saving energy by utilization of these materials [12, 20, 24, 46].

5 Components of the Buildings—Sundry Applications

Thermal comfort depends on the optical properties and the transfer of heat coeffi-
cient is proportional to the quality of glass used in windows. Optical properties are 
related to transmittance and absorbance. Materials used in windows relate to the 
thermal comfort indoors. Triple-glazing windows, coatings on transparent glasses 
and improvised frames reduce heat exchange [2, 4, 6, 48]. Shutters over the windows 
reduce 51% of the heat flows as suggested by Paul Becker. Window glassing with 
low/E-coating improve the properties of insulation compared to ordinary glass. In the 
building color use of light colour in the outer surface reduce the thermal temperature 
and provide comfort. High Albedo paint reduces indoor temperature. White color 
coatings have better performance than aluminum coatings. Thermal control coatings 
on the rooftop reduce the degree of temperature by 33 ˚C [5, 6, 49]. Coating with 
white elasto-material together with higher reflectivity is found to be comparatively 
cooler. Gray wool paint coating with titanium dioxide has reflective qualities and is 
efficient. Multi mix mineral, ecological paint made out of a mix of milk and vine-
gar also shown higher solar reflectance and was used in wood, concrete, metal and 
roofs. Eventually, higher solar reflectivity roofs have higher emissivity. This cool 
the building roofs can reduce by thermal insulation to 35% less. Red-brown roof 
tiles have less brightness value (10–20%). Lime-silica brick (0.45 absorptivity and 
55% brightness) has better thermal performance than spruce wood (0.4 absorptivity 
and 50% brightness). High SRI and high emittance are better choice for cool roofs 
in hot temperatures (43–46 ˚C). Hollow Clay Tiles (HCT) used in Athens in roofs 
have exceptional energy saving. Application of elasto-metric coating on the roof 
cools down the indoor temperature. Most cheap and effective thermal comfort in 
the building can be a roof garden [1, 12, 19]. Green roofs act as a cooling device 
and insulator for the roofs. Green roof is also environment friendly. Rooftop natu-
ral/synthetic man-made shades like pavilion on the rooftops like palm leaves, roof 
sheets, coconut leaves, straws and vegetation improve thermal comfort.
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6 Conclusion

The aforesaid review regarding concern for rise in the thermal temperature due to
change in the climate and consequent health problems in the tropical climate has been
studied. Eventually thermal comfort has implication to health psychology, happiness
and productive work. The literature reviewed on building materials for understand-
ing into the aspect of mechanism desire for thermal comfort inside the building. It
is required in the hot, sultry and humid climates. Through minimizing use of energy
thermal comfort can be achieved in the living space. Tropical countries with shortage
of energy can use this passive technique effectively to control thermal temperature.
Array of materials with different properties and characteristics for passive cooling
has been studied. In order to adopt a sustainable solution to the rise in the tempera-
ture a host of adoption is required to tackle the thermal disturbance. Building living
space comfort is pivotal. The review revealed about themethod of obtaining the usage
of selected materials. Mostly it is related to enveloping the building having natural
inherent properties for rendering thermal insulation. To protect from external envi-
ronment reflective paints, green roof and advanced materials have been discussed
[40], [50]. To control the impact of solar radiation and ensure thermal insulation
properties of materials were explored. Those include conventional materials, envi-
ronmental friendly substances and tech-savvy recent objects. The covering of the
building needs to be built with materials that have low thermal conductivity, diffu-
sivity and absorptive. The applications of PCMs, VIPs, ACC and Polymer Skin etc.
have been assessed to have potential for building envelope. To minimize temperature
and heat load inside the building external surfaces can be painted with light colours
or reflective colours in the tropical zones. To ensure environmental sustenance opti-
mally utilization of indigenous raw materials, low cost recyclable natural materials
are preferable and encouraged.New ideas and concepts about cost-effectivematerials
utilized for reducing temperature, thermal temperature inside the house is essential.
Co-benefit of energy efficacy and thermal comfort shall invite innovative ideas in the
construction materials for shielding the posterity from the hazard of thermal stump-
ing resulting from unanticipated spike in the degree in temperature due to change
in climate. It is important to ensure that the living space and the working space are
significant.
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Hyperspectral Remote Sensing Images
and Supervised Feature Extraction
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Abstract In the last three decade, one of the significant breakthrough in remote
sensing is to introduce of hyperspectral sensors, which acquire a set of images from
hundreds of narrow and contiguous wavelengths of the electromagnetic spectrum
from visible to infrared regions. Images, which are captured by these sensors, have
detailed information in the spectral domain to identify and distinguish spectrally
unique materials. To recognize the objects present in hyperspectral images, classifi-
cation/clustering task need to be performed. But due to the presence of huge number
of attributes, classification technique becomes more complex. So, before performing
the classification task, reduce the number of attributes (denoted by dimensionality of
the data) is an important step where the aim is to discard the redundant attributes and
make it less time consuming for classification. In this chapter, few supervised feature
extraction techniques for hyperspectral images i.e., prototype space feature extraction
(PSFE), modified Fisher’s linear discriminant analysis (MFLDA), maximummargin
criteria (MMC) based and partitioned MMC based methods are explained. Experi-
ments are conducted over different hyperspectral data set with different quantitative
measures to analyze the performance of these feature extraction methods.
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1 Remote Sensing Images

Remote sensing has been defined as the field of study of obtaining information about 
an object, area, or phenomenon through the analysis of data acquired by a device 
without coming into physical contact with the object, area, or phenomenon under 
investigation [1]. In a very common way, it is said that remote sensing measures 
the object properties on Earth’s surface to capture specific information to make 
decisions. For example, a weather satellite is used to measure the global atmospheric 
parameters that ultimately help to take decision for weather forecasting. The main 
three components of remote sensing are: the reflectance/radiated signals from an 
object or phenomena, the sensor which is on a platform apart from the object, and 
accumulating knowledge or information through analysis and displaying in a spatial 
grid, i.e., a two-dimensional images. Depending on the platform from which the 
remote sensing sensor captures images, the images have different categorizations. If 
an image is captured from sensor on the platform of aircraft then it is called air-borne 
image. On the other way, if it is taken from satellite then it is called space-borne image 
[1, 2]. The main objective of remote sensing systems is to provide a repetitive and 
consistent view of the Earth facilitating the ability to monitor the Earth system and 
the effects of human activities on earth. A few application areas of remote sensing 
images are weather prediction, agricultural forecasting, resource exploration, land 
cover mapping, environmental monitoring etc. [3–5].

Fundamental basis for space-based remote sensing is that information is poten-
tially available from the electromagnetic energy field arising from the Earths surface 
and from the spatial, spectral, and temporal variations in that field. Remotely sensed 
data may be collected in various ways, e.g., multistage sensing, where data from a 
site are collected from multiple altitudes. It may entail multitemporal sensing, where 
data from a site are collected on more than one occasions; or, it may involve mul-
tispectral and hyperspectral sensing, whereby data are acquired simultaneously in 
several spectral bands [1, 3, 5].

Multispectral images are simultaneously collected by sensors in several selected 
bandwidths of electromagnetic radiation from the platform of airplane (called air-
borne) or from satellite (called space-borne). Generally, the sensors capture the 
reflected energy from the visible to near infra-red wavelength range, but they also 
measure the radiated energy of thermal infra-red wavelength regions with some sen-
sors. Within this range, a few images (mostly 5–12) are taken from some selected 
bands. A few well-known multispectral sensors are Advanced Very High Resolu-
tion Radiometer (AVHRR), the Landsat Multi-Spectral Scanner (Landsat MSS), the 
Landsat Thematic Mapper (Landsat TM), the Landsat Enhanced Thematic Mapper 
Plus (Landsat ETM+) [1, 2, 6].

One of the recent advancements in remote sensing and geographic information is 
the development of hyperspectral sensors. They are able to capture images within a 
very narrow and contiguous wavelength range. Hyperspectral remote sensing com-
bines imaging and spectroscopy in a single system [5]. An imaging system captures 
a picture of a remote scene related to the spatial distribution of the power of 
reflected
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(or emitted) electromagnetic radiation integrated over some spectral band. On the 
other hand, spectroscopy is the study of light that is emitted by or reflected from the 
materials and its variation in energy with wavelength. Spectroscopy can be used to 
detect absorption features due to specific chemical bonds in a solid, liquid, or gas. As 
applied to the field of optical remote sensing, spectroscopy deals with the spectrum 
of sunlight that is reflected (scattered) by materials at the Earth’s surface. Hyper-
spectral sensors are designed to focus and measure the light reflected from many 
adjacent areas on the Earth’s surface [7]. A few well-known hyperspectral sensors 
are Hyperion Earth Observation-1 (EO-1), Hyperspectral Digital Imagery Collection 
Experiment (HYDICE), Airborne Visual Infrared Imaging Spectrometer (AVIRIS) 
etc. [4, 7].

2 Hyperspectral Images and Dimensionality Reduction

A set of hundreds images with narrow and contiguous wavelengths of the electro-
magnetic spectrum from visible to infrared regions are captured by hyperspectral 
sensors. Detection of different targets, identification of material, mapping of exis-
tence of mineral in Earth surface, identification of different species in the domain 
of vegetation, mapping details of surface properties etc. are few of the application 
area of hyperspectral images. In the above mentioned area, the basic task needs to 
be performed is to grouping (recognition/classification) of homogeneous pixels with 
defined [6, 8].

Recognition of patterns can be categorized in two ways: classification (or super-
vised classification) and clustering (also known as unsupervised classification) [9]. 
Classification task is a very challenging task in the field of hyperspectral images 
because of a large number (hundreds) of attributes for each pixel. The efficiency of 
a classifier depends on the number of patterns, number of attributes and complexity 
of classifier. The minimum number of training patterns required for proper train-
ing may be an exponential function of the number of features present in a data set 
[10]. Increase the number of features may not increase the efficiency of a classifier, 
always, due to small sample sizes relative to the features. This paradox behavior is 
known as “curse of dimensionality” [9, 11]. On the other way, the neighboring bands 
are generally strongly correlated for hyperspectral images. So, the possibility is that 
increasing the spectral resolution may incorporate very less relevant information. So, 
in the domain of hyperspectral images, dimensionality reduction is an important task 
to perform before classification [12–14].

In dimensionality reduction, the basic two approaches are feature selection and 
feature extraction [11, 15]. In brief, feature selection [9, 16–22] is the process of 
selecting a subset of features from the original set of features, whereas, feature 
extraction [23–27] is a method of transforming the original set of features into a 
lower dimensional space. The main two advantages of performing feature selection 
and feature extraction are to improve classification accuracy by avoiding curse of 
dimensionality and to reduce the computational cost for classification or clustering
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of data. Depending on the availability of labeled patterns, feature selection/extraction
is categorized into supervised and unsupervised ones. Supervised methods use class
label information of patterns and, when no labeled patterns are available, unsuper-
vised method is used for dimensionality reduction.

Due to the presence of large dimensions in hyperspectral images, search strategies
employed for feature selection mostly yield suboptimal solutions (subset selection).
To increase the efficiency of classification/recognition of land cover types in hyper-
spectral images, feature extraction is a good choice for dimensionality reduction if it
is not necessary to retain the original features. In feature extraction, a newly gener-
ated feature inherits the properties of the original features. If class label information
of some of the pixels is available, a supervised feature extraction technique is consid-
ered [24, 26]. The method relies on class label information of at least few patterns.
This chapter concentrates on supervised feature extraction methods in hyperspectral
images.

In hyperspectral image classification (i.e., the classification of pixels of hyper-
spectral image), the features (properties) of each pixel are nothing but the response/
reflectance of different bands/wavelengths which aremeasured by hyperspectral sen-
sors. So, feature and band are synonymously used in the literature of dimensionality
reduction of hyperspectral images, as well as, in this chapter.

3 Supervised Feature Extraction in Hyperspectral Images

A brief description of supervised feature extraction methods in the field of hyper-
spectral images, namely, modified Fisher’s linear discriminant analysis (MFLDA)
[28], prototype space feature extraction (PSFE) [20], maximum margin criterion
based feature extraction (MMC) [29] and partitioned MMC based feature extraction
is given in this section.

3.1 Modified Fisher’s Linear Discriminant Analysis
(MFLDA) Based Feature Extraction Method

Fisher’s linear discriminant analysis (FLDA) is a traditional method of supervised 
feature extraction, which tries to maximize the Rayleigh quotient [30]. Rayleigh 
quotient is a quantitative measure of class separation which actually calculates the 
between-class scatter matrix and average within-class scatter matrix ratio.

Let xi ∈ �D, (i = 1, 2, ..., N ) be D-dimensional pattern and ω j , ( j = 1, 2, ..., C) 
be the associated class labels, where N and C denote the total number of samples 
and classes, respectively. Our main aim is to keep information intact in transformed 
space also, i.e., when xi is transformed into �d from �D , where d � D.
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The between-class and within-class scatter matrices, denoted as Sb and Sw, are
defined as

Sb =
C∑

i=1

pi (μi − μ)(μi − μ)T , (1)

and

Sw =
C∑

i=1

pi Si ; (2)

where the number of classes is C ; mean vector is μi and priori probability of class
ωi is pi , respectively. Here μ, overall mean is calculated by following equation:

μ =
C∑

i=1

piμi . (3)

Si is the within-class scatter matrix of class ωi and defined as

Si =
ni∑

j=1

(x j − μi )(x j − μi )
T ; (4)

where ni is the number of patterns of class ωi .
The goal of Fisher’s linear discriminant analysis (FLDA) is to find a transform

vector W such that the Raleigh quotient is maximized, which is defined as

q = WT SBW

WT SWW
; (5)

W can be determined by solving a generalized eigen problem specified by

SBW = λSWW, (6)

where λ is a generalized eigenvalue.
But due to unavailability of enough training patterns, as well as, complete knowl-

edge of all the classes, the original FLDA is modified (which is called modified FLDA 
(MFLDA)) to avoid the above mentioned difficulties. In spite of calculating within-
class scatter matrix, MFLDA considers the total scatter matrix, which is calculated 
from the unknown information of all class labels (i.e., patterns without class label); 
and between class scatter matrix is estimated from the available class signature, i.e., 
only one training pattern from each class is sufficient to estimate it. The main target 
of MFLDA is to maximize the ratio of between-class scatter matrix to total class 
scatter matrix [28].
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Let the total scatter matrix ST be defined as

ST = 1

n

n∑

j=1

(x j − μ)(x j − μ)T ; (7)

and it can be related with SW and SB by

ST = SB + SW . (8)

So the maximization of Raleigh is equivalent to maximizing

q = WT SBW

WT STW
; (9)

which follows the same idea of FLDA, i.e., the solution will be the eigenvectors of
the generalized eigen problem:

SBW = λSTW. (10)

Here, the only available information which is needed, is the class signatures, i.e.,
at least one pattern from each class which is treated as classmeans to calculate the SB .

3.2 Prototype Space Feature Extraction Method (PSFE)

In this method [20], features are represented in prototype space (PS), where feature
vectors describe the channel behavior in terms of their reflectance. Then, fuzzy C-
means (FCM) clustering operation is performed over features in prototype space
to distinguish the highly correlated features. Transformation matrix is formed by a
linear combination of reflectance of features weighted by their class membership
values. A small number of isolated features, which are not in any cluster may also
be included to form the linear transformation matrix, depending on their information
content [20]. This method is executed in both supervised and unsupervised manner.
In supervised PSFE, the classes’s spectra, i.e., class representatives, are computed
from the class means of the training data.

3.3 Maximum Margin Criterion (MMC) based Feature
Extraction Method

Amaximummargin criterion based linear transformation is performed for the hyper-
spectral image to overcome the drawbacks of Fisher’s linear discriminant analysis
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(FLDA) based feature extractionmethods. Limitations of FLDAbased feature extrac-
tion are the singularity of within-class scatter matrix which occurs in high dimen-
sional data with small sample size (SSS) problems, and the maximum number of
extracted features is limited, which depends on the number of classes present in the
data set. To avoid the singularity problem of FLDA, instead of Rayleigh coefficient,
the difference of both between-class scatter andwithin-class scatter, calledmaximum
margin criterion (MMC) [29] is used as a discriminant criterion. Since the inverse
matrix does not need to be constructed, the SSS problem in traditional FLDA is alle-
viated. Geometrically, MMC maximizes the (average) margin between classes and
has the advantages of effectiveness and simplicity [29, 31]. This MMC based feature
extraction (for hyperspectral images) which uses the difference of between-class and
average within-class scatter matrices to calculate the maximum margin criterion.
The method is a supervised one as class label information is needed to calculate the
between-class and within-class scatter matrices. In this subsection, the MMC based
feature extraction method is described in the field of hyperspectral images.

Letxi ∈ �D, (i = 1, 2, ..., N )be D-dimensional pattern andω j , ( j = 1, 2, ...,C)

be the associated class labels, where N andC denote the total number of samples and
classes, respectively. Ourmain aim is to keep similarity (or dissimilarity) information
intact as much as possible after transforming xi from �D to �d , where d � D.

The characteristic of a good feature extractor is tomaximize the between-class dis-
tances after the transformation. So the feature extraction criterion should be defined
as

J = 1

2

C∑

i=1

∑

j=1

pi p jd(ωi , ω j ); (11)

where, d(ωi , ω j ) is the distance between two classes ωi and ω j , and pi , p j are
a priori probabilities of classes ωi and ω j , respectively. J is called the maximum
margin criterion (MMC). It is actually the summation of all the pairs of inter-class
margins. If the distance between two classes is measured depending on the distance
between the mean vectors, then it is not easy to separate the two classes that have
large spread and overlap with each other. So the inter-class distance (or margin)
should also consider the scatter of the classes. Thus, d(ωi , ω j ) is defined as follows:

d(ωi , ω j ) = d(μi , μ j ) − s(ωi ) − s(ω j ); (12)

where μi , and μ j are the mean vectors of classes ωi and ω j , respectively, and s(ωi )

is a measure of the scatter of class ωi . Using the overall variance tr(Si ) to measure
the scatter of data, Si the covariance matrix of class ωi , MMC (J ) becomes:

J = 1

2

C∑

i=1

C∑

j=1

pi p jd(μi , μ j ) − 1

2

C∑

i=1

C∑

j=1

pi p j {tr(Si ) + tr(Sj )}. (13)
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By simplifying the above equation, the first part of the equation becomes tr(Sb), and
second part becomes tr(Sw) [29]. So, the MMC is defined as

J = tr(Sb − Sw). (14)

The between-class and within-class scatter matrices, denoted as Sb and Sw, are
defined as

Sb =
C∑

i=1

pi (μi − μ)(μi − μ)T , (15)

and

Sw =
C∑

i=1

pi Si ; (16)

where C is the number of classes; μi and pi are the mean vector and a priori proba-
bility of class ωi , respectively. The overall mean, μ, is defined as:

μ =
C∑

i=1

piμi . (17)

Si is the within-class scatter matrix of class ωi and defined as

Si =
ni∑

j=1

(x j − μi )(x j − μi )
T ; (18)

where ni is the number of patterns of class ωi .
The feature extraction method transforms sample x into y where x ∈ �D and

y ∈ �d , respectively, and d < D with a transformation matrix W , i.e.,

y = W · x. (19)

The main aim of transformation matrix, W ∈ �D×d , is to maximize

J (W ) = tr(WT (Sb − Sw)W ). (20)

J (W ) is maximized when W is composed the first d largest eigenvectors of
(Sb − Sw). In fact, the optimal projection axes w1, w2, ..., wd can be selected
as the orthonormal eigenvectors corresponding to the first d largest eigenvalues
λ1, λ2, ..., λd , i.e.,(Sb − Sw)w j = λ jw j , where λ1 ≥ λ2 ≥ · · · ≥ λd .
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3.4 Partitioned Maximum Margin Criterion Based
Supervised Feature Extraction Method

The two desired properties of any feature extraction technique are ordering constraint
and discriminating transform [11]. The characteristics that the features of a data set
are correlated should be exploited by the feature extraction technique. Any trans-
formation should involve adjacent group of features to utilize ordering and locality
properties of hyperspectral data. Further, the transformation should try to maximize
discrimination among classes and thus uses class label information. Use of Fisher’s
discriminant or maximum margin criterion (MMC) is, therefore, more desirable for
feature extraction [32]. Considering the above two properties and to avoid the sin-
gularity problem of Fisher’s linear discriminant analysis (LDA), this method first
partitions all the features of hyperspectral images into subgroups and then MMC
[29] based transformation is applied over each subgroup of features. MMC uses
difference of both between-class scatter and within-class scatter as a discriminant
criterion. Since the inverse matrix does not need to be constructed, the small sample
size (SSS) problem in traditional LDA is alleviated. Geometrically,MMCmaximizes
the (average) margin between classes. MMC has the advantages of effectiveness and
simplicity [29, 31].

This method uses the ordering and locality properties of hyperspectral data by
partitioning all the hyperspectral features into a number of groups of contiguous
features. A transformation is then used on each group to maximize discrimination
among classes by using maximum margin criterion. This feature extraction method
[24, 26] is basically a two step process: partitioning of hyperspectral features and
MMC based transformation.

Partitioning of hyperspectral features At the onset, the D number of features
of a hyperspectral image is partitioned into a number of contiguous intervals with
constant intensities (i.e., K subgroups). Highly correlated features should lie in a
subgroup. Let I1, I2, ..., Ik , be the number of features in 1st, 2nd, . . ., K th group,
respectively. The purpose is to obtain a set of K break points ζ = {ζ1, ζ2, . . . , ζK },
which defines the contiguous intervals Ik = [ζk, ζk+1). The partition should follow
the principle that no feature should be left outside. The total number of features, D,
should follow

D =
K∑

k=1

Ik . (21)

Let Γ be a correlation matrix of size D × D. Each feature of a pixel is nothing but 
a reflectance of that pixel of a particular wavelength image (named as band image). 
So correlation among features, here, is measured as correlation among band images. 
Each element of Γ is γi j  , where γi j  represents the correlation between band images 
Bi and B j .

Let the size of all the band images be M × N . The correlation coefficient between 
Bi and B j is computed as follows:
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γi, j = Σ
NR
y=1Σ

NC
z=1[Bi (y, z) − μi ][Bj (y, z) − μ j ]√

(Σ
NR
y=1Σ

NC
z=1[Bi (y, z) − μi ]2)(ΣNR

y=1Σ
NC
z=1[Bj (y, z) − μ j ]2)

(22)

where μi and μ j are mean of band images Bi and Bj , respectively, and are defined
as

μi = 1

NR × NC
Σ

NR
y=1Σ

NC
z=1Bi (y, z); (23)

μ j = 1

NR × NC
Σ

NR
y=1Σ

NC
z=1Bj (y, z). (24)

Bi (y, z) and Bj (y, z) are the values of the pixel at position (x, y) of band images
i and j , respectively.

[Bi (y, z) − μi ] measures the difference between reflectance value of pixel (y, z)
from the mean of that image.

It is observed that the correlations among neighboring band images are generally
higher than that for band images further apart. Partitioning is performed based on
the results obtained by, firstly, considering only correlations whose absolute value
exceeds a given threshold, and simultaneously searching for edges in the “image”
of the correlation matrix. Each value of the correlation matrix is compared with a
threshold. If the magnitude is greater than the threshold value (i.e., denoted by Θ),
then it is replaced by 1; otherwise by 0. The value of Θ is determined depending on
the value of average correlation (μcorr ) and standard deviation (σcorr ) of correlation
matrix Γ :

Θ = μcorr + σcorr . (25)

where,

μcorr = 1

D2
ΣD

i=1Σ
D
j=1γi, j . (26)

and

σcorr = sqrt (
1

D2
ΣD

i=1Σ
D
j=1(γi, j − μcorr )). (27)

Result of the thresholded correlation matrix will be a binary image with the square
blocks of white color in diagonal direction. These square blocks of white color are
treated as a subgroup or partition of features.

Thereafter,MMCbased transformation is conducted on each subgroup of features.
The method is discussed below in detail.

Linear Band Extraction using Maximum Margin Criterion (MMC) [29] The
MMC based feature extraction method transforms sample x into y where x ∈ �D

and y ∈ �d , respectively, and d < D with a transformation matrix W , i.e.,

y = W · x. (28)



Hyperspectral Remote Sensing Images and Supervised Feature Extraction 275

The main aim of transformation matrix, W ∈ �D×d , is to maximize

J (W ) = tr(WT (Sb − Sw)W ). (29)

J (W ) is maximized when W is composed the first d largest eigenvectors of
(Sb − Sw). In fact, the optimal projection axes w1, w2, ..., wd can be selected
as the orthonormal eigenvectors corresponding to the first d largest eigenvalues
λ1, λ2, ..., λd , i.e.,(Sb − Sw)w j = λ jw j , where λ1 ≥ λ2 ≥ · · · ≥ λd .

There are K blocks, and also has Ik number of features in each block, where
k = 1, 2, ..., K . The MMC based transformation is applied over each block. Let the
linear mapping matrix for block k be Wk ∈ �Ik×dk , which transforms a data set with
dimension Ik to that with dimension dk . The desired number of features, d follows

d =
K∑

k=1

dk . (30)

The target is to form Wk in a way so that MMC becomes optimum, i.e.,

J (Wk) = tr(WT
k (Skb − Skw)Wk). (31)

Here Skb and Skw are between-class and within-class scatter matrices of block k,
and are calculated by following Eqs. 15 and 16. J (Wk) is maximized where Wk

composes the first dk largest eigenvectors of (Skb − Skw). In fact, the optimal projection
axes wk

1, w
k
2, ..., w

k
dk
can be selected as the orthonormal eigenvectors corresponding

to the first dk largest eigenvalues λk
1, λ

k
2, ..., λ

k
dk
, i.e., (Skb − Skw)wk

j = λk
jw

k
j , where

λk
1 ≥ λk

2 ≥ · · · ≥ λk
dk
.

To determine the value of dk (i.e., how many eigenvectors will be selected from
each block), the eigenvectors with their corresponding eigenvalues from each group
are considered at first. Then the ratio of eigenvalues with overall eigenvalues of that
block is calculated for each eigenvector, i.e., for each eigenvector wk

i , corresponding
ratio of eigenvalue, Λk

i is calculated by

Λk
i = λk

i∑Ik
j=1 λk

j

. (32)

The number of eigen vectors chosen from each subgroup depends on the largest
value of Λk

i .
An outline of the partitioned MMC based supervised feature extraction method

is given in Algorithm 1.



276 A. Datta et al.

Algorithm 1 Partitioned MMC based supervised feature extraction algorithm
1. Partition all features of hyperspectral images into groups of contiguous features

– Calculate the correlation matrix of all pairs of features.
– Compare the correlation value with a threshold.
– Depict the binary image of the threshold correlation matrix.
– Square block of white color in diagonal direction in the binary image represents the group

of features.

2. Transformation of each group of features using MMC

– Perform MMC based transformation over each group of features separately.
– Select first dk eigenvectors wk

1, w
k
2, ..., w

k
dk

which have the largest ratio of eigenvalues

i.e., Λk
1 ≥ Λk

2 ≥ ... ≥ Λk
dk

from the kth group.

4 Experimental Evaluation

4.1 Description of Data Sets

To evaluate the effectiveness of these feature extraction methods, experiments were 
carried out on three hyperspectral remotely sensed images, namely, Indian Pine [33], 
KSC [34], and Botswana [34] images corresponding to the geographical areas of 
Indian Pine test site of Northwest Indiana, Kennedy Space Center of Florida and 
Okavango Delta of Botswana.

Indian Pine image [33] data was captured by AVIRIS within the spectral range 
from 400 to 2500 nm with spectral resolution of about 10 nm and has 220 spectral 
bands. The size of the image is 145 × 145 pixels and spatial resolution is 20 m. 
AVIRIS acquires KSC images of size 512 × 614 in 224 bands of 10 nm width with 
wavelengths ranging from 400 to 2500 nm. The Hyperion sensor on Earth Observing-
1 (EO-1) acquired Botswana images of size 1476 × 256 at 30 m pixel resolution in 
242 bands from the 400 nm-2500 nm portion of the spectrum in 10 nm windows. 
The details of the data sets are given in [35]. Class name and the number of labeled 
samples for each class are given in Tables 1, 2 and 3, respectively, for Indian, KSC 
and Botswana data. Corresponding band 11 images of these three data sets are shown 
in Figs. 1, 2 and 3.

4.2 Performance Measures

It is better to use more than one performance measures to show the effectiveness of 
any subset of features. As used in Chap. 2, overall classification accuracy (OA), kappa 
coefficient (κ), class separability (S) and entropy (E) are calculated for the selected 
set of features to assess the effectiveness of the proposed method. After performing 
classification operation, two performance measures, OA and κ , are computed. To 
measure the statistical significance of the selected subset of features, two statistical

http://dx.doi.org/10.1007/978-3-030-03359-0_2
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Table 1 Indian Pine data: class names and the number of samples

Class no Class name No. of samples

C1 Corn 191

C2 Corn-min 688

C3 Corn-notill 1083

C4 Soybean-clean 541

C5 Soybean-min 2234

C6 Soybean-notill 860

C7 Wheat 211

C8 Alfalfa 51

C9 Oats 20

C10 Grass/Trees 605

C11 Grass/Pasture 351

C12 Grass/Pasture-mowed 17

C13 Woods 1293

C14 Hay-windrowed 477

C15 Bldg-Grass-Tree-Drives 380

C16 Stone-steel-towers 86

Table 2 KSC data: class names and the number of samples

Class no Class name No. of samples

C1 Scrub 761

C2 Willow swamp 243

C3 Cabbage palm hammock 256

C4 Cabbage palm/oak hammock 252

C5 Slash pine 161

C6 Oak/broadleaf hammock 229

C7 Hardwood swamp 105

C8 Graminoid marsh 431

C9 Spartina marsh 520

C10 Cattail marsh 404

C11 Salt marsh 419

C12 Mud flats 503

C13 Water 927

measures, S and E are calculated, where the first one is performed over labeled 
information of the data set and second one is assessed over unlabeled data. Measure 
of class separability [11] demonstrates the effectiveness of the selected features for 
classification of data. Our aim is to look for a feature space where the inter-class 
distance is large and at the same time the intra-class variance is as small as possible.



278 A. Datta et al.

Table 3 Botswana data: class names and the number of samples

Class no Class name No. of samples

C1 Water 270

C2 Hippo Grass 101

C3 FloodPlain Grasses 1 251

C4 FloodPlain Grasses 2 215

C5 Reeds 269

C6 Riparian 269

C7 Firescar 259

C8 Island Interior 203

C9 Acacia Woodlands 314

C10 Acacia Shrublands 248

C11 Acacia Grasslands 305

C12 Short Mopane 181

C13 Mixed Mopane 268

C14 Exposed Soils 95

Fig. 1 Band 11 image of
Indian Pine data

A lower value of the separability measure S ensures that the classes are well separated. 
Orderly or chaotic configuration of data can be determined by the measure of entropy 
of the data [36]. Entropy is low for stable configuration of patterns (data has well 
formed clusters), and is high for disordered configuration, i.e., data is uniformly 
distributed in the feature space. A detailed description of the above mentioned four 
performance measures are given in [35].
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Fig. 2 Band 11 image of
KSC data

Fig. 3 Band 11 image of
Botswana data
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4.3 Parameter Details

Experiments are conducted on three hyperspectral data sets, namely, Indian Pine,
KSC and Botswana. As already mentioned, the partitioned MMC based approach
follows two consecutive steps: first, the hyperspectral features are partitioned into
groups and then MMC based transformation is used on each group separately.

For Indian Pine data, the correlation matrix in image form is shown in Fig. 4a. The
threshold value (Θ) is varied depending on data set. For Indian Pine data, average
correlation (μcorr ) and standard deviation (σcorr ) of correlation matrix Γ , are 0.71
and 0.19, respectively. So, Θ is set to 0.90 for Indian Pine data. The corresponding
binary image of the threshold correlation matrix (of Indian Pine data) is shown in

Fig. 4 Image of the
correlation matrix of Indian
Pine data: a gray scale image
and b binary image; white
color indicates higher
correlation
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Fig. 5 Image of the
correlation matrix of KSC
data: a gray scale image and
b binary image; white color
indicates higher correlation

Fig. 4b. From the binary image, four blocks of contiguous features of white color are 
extracted. These four blocks of features for Indian Pine data are 1–33, 34–77, 78–100, 
and 101–185, respectively. For KSC and Botswana data sets, the correlation matrix 
in image form and the binary image of the threshold correlation matrix are shown 
in Figs. 5 and 6, respectively. The values of Θ are 0.85 (μcorr = 0.73, σcorr = 0.12) 
and 0.94 (μcorr = 0.88, σcorr = 0.06), respectively, for KSC and Botswana data sets. 
The four partitions of KSC data are 1–34, 35–98, 99–132, 133–176, whereas, the 
five partitions of Botswana data are 1–27, 28–47, 48–81, 82–112, 113–145.

Although the main focus of this chapter is on feature extraction of hyperspectral 
images in supervised manner, classification operation is performed over transformed 
features to assess the superiority of the proposed method. After completing the fea-
ture extraction, fuzzy k-NN based classification (in theory, any good classification
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Fig. 6 Image of the
correlation matrix of
Botswana data: a gray scale
image and b binary image;
white color indicates higher
correlation

algorithm can be used) operation is performed on the transformed features using 10-
fold cross validation. There may be overlapping of information between neighboring 
pixels of the hyperspectral images. Fuzzy k-NN, rather than other classification tech-
niques, is used to take care of the fuzziness present in the hyperspectral images.

As already mentioned, the performance of the supervised feature extraction tech-
niques, namely, prototype space feature extraction (PSFE) [20], modified Fisher’s 
linear discriminant analysis (MFLDA) [28] and maximum margin criterion based 
feature extraction (MMC) [29], partitioned MMC based method have been com-
pared. The desired number of transformed features is not known a priori because 
it varies with data set. In the present investigation, experiments are carried out for 
different number of features ranging from 4 to 30 with a step size of 2. Overall clas-
sification accuracy (OA), kappa coefficient (κ), class separability (S) and entropy
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(E) are calculated for the transformed set of features to assess the effectiveness of
the feature extraction methods.

4.4 Analysis of Results

The obtained OA and κ for Indian Pine data after applying fuzzy k-NN classifier over
the transformed set of features by PSFE, MFLDA, MMC, partitioned MMC based
algorithms are given in Table 4. The value of OA and κ are tabulated for PSFE,
MMC and the partitioned MMC based method for upto 30 transformed features,
whereas for MFLDA, it is only upto 14. As for Indian Pine data, the number of
classes present in the data set is 16 and the number of transformed features should be
(16 − 1) = 15 for MFLDA. It is noticed from Table 4 that the other three methods
except PSFE reach the highest value much quickly and then the values of OA and κ

become more or less stabilized. From Table 4, it is noticed that the partitioned MMC
based method achieves better results in terms of overall classification accuracy and
kappa coefficient for different number of extracted features.

It is seen that approximate peak performance is obtained when the number of
transformed features is 14 in case of PSFE, whereas for other methods (MFLDA,
MMC) it is in between 10 to 12, and 18 for the partitioned MMC based method. The
reason behind this finding is that the PSFE method performs clustering over features

Table 4 Overall accuracy and kappa coefficient of PSFE, MFLDA, MMC and partitioned MMC
based methods for different number of extracted features for Indian Pine data

No. of
bands

PSFE MFLDA MMC Partitioned MMC

OA (%) κ OA (%) κ OA (%) κ OA (%) κ

4 77.10 0.7398 79.81 0.7697 80.75 0.7795 75.62 0.7199

6 79.74 0.7689 83.20 0.8071 86.49 0.8452 83.28 0.8079

8 81.25 0.7856 85.89 0.8366 87.07 0.8517 86.54 0.8452

10 83.10 0.8060 86.27 0.8411 87.08 0.8529 87.09 0.8531

12 84.92 0.8260 86.11 0.8394 87.38 0.8554 88.27 0.8651

14 85.12 0.8282 85.91 0.8369 87.18 0.8529 88.06 0.8627

16 84.74 0.8239 86.96 0.8504 88.10 0.8612

18 84.64 0.8228 87.09 0.8520 88.40 0.8646

20 84.98 0.8267 87.20 0.8533 88.33 0.8639

22 85.03 0.8273 87.31 0.8545 88.27 0.8631

24 84.61 0.8225 87.14 0.8526 88.03 0.8604

26 84.29 0.8189 87.24 0.8538 88.27 0.8632

28 84.99 0.8269 87.08 0.8518 88.18 0.8621

30 84.76 0.8241 87.31 0.8546 88.28 0.8633
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Fig. 7 Classified images of Indian Pine data with extracted feature set using a PSFE, b MFLDA, 
c MMC, and d the partitioned MMC based methods

and selects representative features as well as independent features for transformed set 
of features. On the contrary, other three methods transform the original set of features 
into a new set of features where the main aim is to maximize discrimination among 
classes by using class label information. From the graph, it is observed that when 
the number of extracted features is small (i.e., less than 10), MMC based method 
gives slightly better performance than the partitioned MMc based one. Since MMC 
based method transforms the complete data set at a time, whereas, the partitioned 
MMC based method partitions the complete data set into blocks and then performs 
transformation block wise. So the first few transformed features using MMC based 
method takes the discriminating effect of all the features, whereas, the partitioned 
MMC based method may consider the effect of some block of features. But, when 
the number of transformed features are not small, the transformed features using the 
partitioned MMC based method also include the effect of all the features of the data 
set and hence better performance is obtained than all the methods compared with.

Figure 7a–d, respectively, show the pictorial representation of the classified 
images with the best subset of features extracted using PSFE, MFLDA, MMC and the 
partitioned MMC based techniques. It is clearly observed that the classified Indian 
Pine image with transformed feature set using the partitioned MMC based method 
has very less misclassified pixels compared to other methods. Table 5 contains the 
measurements of class separability and entropy of Indian Pine data with transformed 
features using four methods. From this table, it is noticed that the partitioned MMC
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Table 5 Class separability and entropy of PSFE, MFLDA, MMC based methods and partitioned
MMC based methods for different number of extracted features for Indian Pine data

No. of
bands

PSFE MFLDA MMC Partitioned MMC

S E S E S E S E

4 0.3153 0.7383 0.2969 0.6896 0.2905 0.6726 0.3254 0.7632

6 0.2974 0.6908 0.2739 0.6285 0.2515 0.5691 0.2733 0.6585

8 0.2871 0.6636 0.2556 0.5809 0.2478 0.5589 0.2511 0.5611

10 0.2745 0.6303 0.2530 0.5733 0.2475 0.5587 0.2474 0.5510

12 0.2621 0.5976 0.2541 0.5762 0.2454 0.5533 0.2394 0.5291

14 0.2608 0.5940 0.2554 0.5798 0.2468 0.5569 0.2408 0.5330

16 0.2634 0.6008 0.2483 0.5609 0.2405 0.5323

18 0.2641 0.6026 0.2474 0.5585 0.2385 0.5267

20 0.2638 0.5965 0.2467 0.5565 0.2390 0.5280

22 0.2615 0.5956 0.2459 0.5546 0.2394 0.5291

24 0.2643 0.6032 0.2471 0.5576 0.2410 0.5336

26 0.2664 0.6089 0.2463 0.5558 0.2394 0.5291

28 0.2617 0.5963 0.2475 0.5587 0.2400 0.5308

30 0.2633 0.6005 0.2459 0.5546 0.2393 0.5290

based method gives less value of class separability (S) and entropy (E) with respect 
to others. It shows that the partitioned MMC based method is able to transform bet-
ter subset of features which, in turn, gives well separated classes as well as stable 
configuration of patterns compared to other methods.

Overall accuracy (OA) and kappa coefficient (κ) values for KSC and Botswana 
data sets are put in Tables 6 and 7, respectively. From the table, it is observed that 
the partitioned MMC based method is producing better results than the other three 
methods for both the data sets. It is also observed that discriminant analysis based 
transformation methods (MFLDA, MMC and the partitioned MMC based methods) 
are found to be better than clustering based methods (PSFE). The partitioned MMC 
based method gives better results than others, because the ordering and locality 
property of hyperspectral images are considered with discriminant analysis.

Class separability and entropy values are also calculated for both KSC and 
Botswana data sets. Results of these data sets provide similar findings with the results 
obtained using Indian Pine data. Table 8 incorporates the optimum values (for all 
the three data sets) in terms of OA, κ , S and E . The best results are marked in bold. 
This table also confirms the fact that the partitioned MMC based supervised feature 
extraction algorithm gives better transformed set of features for classification than 
the other methods used in our experiment.



286 A. Datta et al.

Table 6 Overall accuracy and kappa coefficient of PSFE,MFLDA,MMCand the partitionedMMC
based methods for different number of extracted features for KSC data

No. of
bands

PSFE MFLDA MMC Partitioned MMC

OA (%) κ OA (%) κ OA (%) κ OA (%) κ

4 83.38 0.8132 82.92 0.8080 89.51 0.8815 85.04 0.8310

6 84.91 0.8301 86.22 0.8443 90.64 0.8941 90.03 0.8866

8 86.67 0.8494 87.44 0.8577 90.72 0.8950 90.30 0.8897

10 87.11 0.8542 88.71 0.8716 90.93 0.8973 91.56 0.9038

12 87.92 0.8631 88.18 0.8658 90.82 0.8960 91.81 0.9066

14 88.27 0.8669 90.87 0.8966 91.89 0.9074

16 88.21 0.8662 90.89 0.8968 92.20 0.9108

18 88.09 0.8649 90.83 0.8962 92.27 0.9117

20 87.91 0.8520 90.80 0.8958 92.01 0.9087

22 87.43 0.8577 90.83 0.8963 92.12 0.9100

24 87.65 0.8601 90.74 0.8951 92.06 0.9093

26 87.30 0.8562 90.83 0.8963 92.10 0.9098

28 87.12 0.8543 90.92 0.9005 92.27 0.9107

30 87.17 0.8549 90.78 0.8956 92.04 0.9092

Table 7 Overall accuracy and kappa coefficient of PSFE, MFLDA, MMC based methods and the
partitioned MMC based method for different number of extracted features for Botswana data

No. of
bands

PSFE MFLDA MMC Partitioned MMC

OA (%) κ OA (%) κ OA (%) κ OA (%) κ

4 82.11 0.8049 83.24 0.8168 91.59 0.9081 88.02 0.8689

6 85.27 0.8387 84.37 0.8296 92.27 0.9154 92.18 0.9141

8 86.10 0.8477 87.02 0.8373 92.16 0.9151 92.14 0.9144

10 86.27 0.8495 88.86 0.8772 92.89 0.9221 92.99 0.9228

12 87.76 0.8654 88.39 0.8721 92.89 0.9221 93.29 0.9261

14 88.13 0.8695 88.24 0.8694 93.19 0.9255 93.28 0.9325

16 88.61 0.8746 92.73 0.9204 93.39 0.9271

18 87.94 0.8675 92.82 0.9215 93.94 0.9332

20 87.78 0.8656 92.70 0.9201 93.73 0.9308

22 88.11 0.8693 92.82 0.9214 93.54 0.9288

24 87.83 0.8662 92.70 0.9202 93.76 0.9312

26 87.20 0.8594 92.82 0.9214 93.85 0.9321

28 87.91 0.8671 92.98 0.9232 93.66 0.9302

30 87.48 0.8624 92.55 0.9185 93.88 0.9325
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Table 8 Comparison of performances of feature extraction methods for hyperspectral data sets

Data set
used

Method Extracted
feature no.

Evaluation Criterion

E S OA κ

Indian Pine
D = 185

PSFE 14 0.5940 0.2608 85.12 0.8282

MFLDA 10 0.5733 0.2530 86.27 0.8411

MMC 12 0.5533 0.2454 87.38 0.8554

Partitioned
MMC

18 0.5267 0.2385 88.40 0.8646

KSC
D = 176

PSFE 14 0.5680 0.1351 88.27 0.8669

MFLDA 10 0.5646 0.1332 88.71 0.8716

MMC 10 0.5475 0.1237 90.93 0.8973

Partitioned
MMC

18 0.5372 0.1179 92.27 0.9117

Botswana
D = 145

PSFE 16 0.4800 0.1024 88.61 0.8746

MFLDA 10 0.4770 0.1011 88.86 0.8772

MMC 10 0.4241 0.0777 93.19 0.9255

Partitioned
MMC

18 0.4154 0.0737 93.94 0.9332

5 Conclusions

Few supervised techniques for feature extraction of hyperspectral images, namely, 
modified Fisher’s linear discriminant analysis (MFLDA), prototype space feature 
extraction (PSFE), maximum margin criterion based feature extraction (MMC), and 
partitioned MMC based feature extraction methods, have been presented in this 
chapter. To measure the effectiveness of the proposed algorithm, four evaluation 
measures (namely, overall accuracy, kappa coefficient, class separability and entropy 
value) have been used. Results of the partitioned MMC based technique have a sig-
nificant improvement and a more consistent and steady behavior for the same hyper-
spectral image data sets (Indian Pine, KSC and Botswana data) with respect to the 
other methods (PSFE, MFLDA and MMC based methods). This improvement may 
be due to the fact that the strategy considers correlation among neighboring features, 
as well as, increases discriminating capability among classes by transformation of 
original set of features into a new space.

Acquisition of labeled data for classification problem often requires human inter-
actions or physical experiments. It is always a hard, time consuming and very expen-
sive process. Sometimes, availability of fully labeled training set becomes infeasible. 
It is found that the unlabeled data, when used in conjunction with a small amount of 
labeled data, can produce considerable improvement in learning accuracy. In this sit-
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uation, semi-supervised technique may be exploited, by considering a small amount
of available labeled data with a large amount of unlabeled data. Developing feature
extraction methods under semi-supervised framework will be a future direction of
research.
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